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Abstract

We develop a new class of two-stage dynamic mechanisms, which fully implement

any social choice function under initial rationalizability in complete information envi-

ronments. We show theoretically that our mechanism is robust to small amounts of

incomplete information about the state of nature. We also highlight the robustness of

the mechanism to a wide variety of reasoning processes and behavioral assumptions.

We show experimentally that the mechanism has good performance in inducing truth-

telling in both complete and incomplete information environments and that it outper-

forms subgame-perfect implementation mechanisms based on the design of Moore and

Repullo (1988).
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1 Introduction

In an instantly classic paper, Maskin (1977, 1999) asked what social objectives can be imple-

mented in a decentralized environment that respects the individual incentives of participants.

Maskin showed that with a suitably constructed game form one can implement a class of

social choice functions — so-called “monotonic” SCFs — in Nash equilibrium. Monotonicity

is, however, somewhat restrictive. In particular, it does not allow for SCFs with distribu-

tional considerations. Since then, there has been substantial interest in using extensive form

mechanisms, as they hold the prospect of using refinements of Nash equilibrium (such as

subgame perfection) to implement non-monotonic SCFs.

Moore and Repullo (1988) illustrate the potential of extensive form mechanisms by

showing that one can implement any social choice function—Maskin monotonic or not—

using a suitably constructed three-stage mechanism. However, subsequent work has raised

concerns about the sensitivity of their solution concept to common knowledge assumptions

regarding rationality, payoffs, or preferences. For instance: Fudenberg et al. (1988) and

Dekel and Fudenberg (1990) show that refinements of Nash equilibria may not be robust to

the introduction of a small number of “crazy” types and thus may not be a good prediction

of actual behavior. Aghion et al. (2012) and Aghion et al. (2018) show that extensive-form

mechanisms are not robust to small deviations from common knowledge about the state of

nature1, while Fehr et al. (2017) show that heterogeneity in reciprocal preferences can cause

subgame-perfect equilibrium mechanisms to break down.

A central characteristic of all extensive-form mechanisms that are based on subgame

perfection is that deviations are always considered to be “one-shot deviations in behavior”

that do not shatter the faith players have in the subsequent behavior of the deviating player.

This faith is unwarranted (and in fact contrary to Bayes Law) when the assumptions of

common knowledge of rationality, payoffs or preferences are relaxed. In such situations,

belief updating occurs along the dimension of uncertainty leading to equilibria that may be

far away from the intended equilibrium even when uncertainty is small.

This paper takes the perspective that all real-world economic environments have noise.

Thus, from a practical perspective, subgame perfection is a non-robust solution concept

to use for implementation. To identify a more robust solution concept, we focus squarely

on environments with noise and explore dynamic implementation both theoretically and

experimentally when imposing less stringent assumptions on how beliefs evolve. By relaxing

beliefs, we can tackle the issue of updating in noisy environments head-on in both the

1See also Monderer and Samet (1989), Kajii and Morris (1997) for concerns of robustness to perturbations
in normal form games.
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construction of new mechanism and the solution concept we employ.

Following Ben-Porath (1997) and Dekel and Siniscalchi (2013), we use the notion of

initial rationalizability as our solution concept. Like rationalizability in normal-form games,

this solution concept iteratively deletes strategies that are not best replies. However, unlike

backward induction, it requires that there be rationality and common beliefs of rationality

only at the beginning of the game and makes no assumption about how beliefs evolve after

zero probability events occur. Accommodating any belief revision assumption at any subse-

quent stages of the game when a zero-probability event occurs, initial rationalizability is the

weakest rationalizability concept among all extensive-form games. Hence, implementation

under initial rationalizability is the most robust notion of implementation among existing

concepts in dynamic mechanisms.

Part one of our paper provides very permissive implementation results when using

initial rationalizability as a solution concept. Before getting into the details, we want to

be clear from the outset about the domain of problems in which our results apply. First,

we consider environments where monetary transfers among the players are available and all

players have quasilinear utilities in money. We focus on this class of environments because

most of the settings in the applications of mechanism design are in economies with money.

Second, we employ stochastic mechanisms in which lotteries are explicitly used. There-

fore, we assume that players are probabilistically sophisticated in the sense of Machina and

Schmeidler (1992). Third, we focus on private-value environments. That is, each player’s

utility depends only upon his/her own payoff type as well as the lottery chosen and his/her

monetary payment.2

Within the domain described above, we show that any social choice function is imple-

mentable in initial rationalizable messages by a simple two-stage Simultaneous Report (SR)

mechanism. The SR mechanism combines a coordination game with arbitration clauses that

are triggered in the event of disagreement. In the first stage, players are arranged in a circle

and report on their payoff type and the payoff type of their predecessor in the circle. A play-

ers self-report is consistent if it matches the report made by his successor and is inconsistent

otherwise. If all self-reports are consistent, we use these reports to implement the social

choice function. If, however, there are any inconsistent reports, all the individuals who make

an inconsistent report are immediately fined and are asked to make a second report.

We use one of the second reports to select a lottery from a set of pre-specified lotteries,

and use the lottery to determine the outcome. The set of lotteries are constructed so that it

is a dominant strategy for a probability sophisticated maximizer to make a truthful report.

We can therefore use the second report as a part of a test to determine whether the successor

2This is without loss of generality in the complete information case.
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was lying in the previous stage. We do this by comparing each second report with the initial

report of the successor. We reward the successor with a bonus if the two reports match

and punish him or her with a fine if they differ. The bonuses and fines can always be set to

induce truthful reporting by the successor in the first stage without requiring money from an

outside source. This in turn induces the self-reporting individual to make truthful first-stage

reports.

In contrast to the canonical three-stage mechanisms, the SR mechanism that we develop

is robust to departures from the common knowledge assumption. Our notion of robustness,

which we call “robustness to private-value perturbations,” demands that a mechanism im-

plement the desired social choice function both under complete information, and “almost”

implement it in nearby environments where there is a small amount of incomplete informa-

tion about the state of nature. Specifically, in such nearby environments, even conditional on

the opponents’ signals and types, each player’s signal remains almost accurate in identifying

his/her own type.3 We prove that in the SR mechanism, any sequence of initially rationaliz-

able message (e.g., sequential equilibrium) profiles under incomplete information converges

to the truth-telling profile as the amount of incomplete information goes to zero. That is,

any social choice function is robustly implementable under private-value perturbations.4

Having developed a mechanism with promising robustness features, part two of our

paper uses experiments to assess the performance of the mechanism both in an environment

with complete information and in an environment with noise. The setting we consider is

identical to the one studied in Aghion et al. (2018) but with a private-value perturbation.

Specifically, a buyer is to receive a buyer-specific good of either high or low quality. Before

learning the value of the good, the buyer and seller would like to write a contract where the

buyer pays a high price if the good is of high quality and a low price if the good is of low

quality. However, the quality of the good is not verifiable by a third-party court and thus a

state-dependent contract cannot be directly enforced. Contracting parties must instead rely

on some form of implementation mechanism.

The SR mechanism we consider is a simple two-stage mechanism where the buyer and

seller report the quality of the good in the first stage. If the reports coincide, we use them

to set a report specific price. However, if the reports differ, the buyer is fined and enters

into a second stage where he makes a second report that generates a binary lottery over

outcomes. By construction, the buyer has a dominant strategy to report his value truthfully

in the second-stage. Thus, in theory, we can use it to determine who has lied in the first

3As shown in Theorem 1 of Aghion et al. (2012), the mechanism proposed by Moore and Repullo (1988)
is not robust to private-value perturbations.

4This result contrasts the impossibility result of robust subgame-perfect implementation due to Aghion
et al. (2012) (Theorem 3) which is proved by making use of non-private-value perturbations.
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stage and induce truthful reports through additional bonuses and fines.

Our experiment explores whether the SR mechanism induces truthful first-stage rev-

elation under complete information and under a private-value perturbation and compares

performance against a benchmark canonical subgame perfect implementation (SPI) mecha-

nism that uses a nearly identical set of prices, fines, and rewards. Each session consists of

a single mechanism and two information treatments: a no-noise treatment with complete

information about the quality of the good, and a noise treatment where buyers receive cor-

rect information about the quality of the good 97.5 percent of the time while sellers receive

correct information about the quality of the good 87.5 percent of the time. The SR mecha-

nism we develop is predicted to induce truthful reports in both treatments. By contrast, the

SPI mechanism has a unique subgame perfect equilibrium under complete information but

has multiple initial rationalizable strategy profiles. Further, it is not predicted to be robust

to the private-value perturbation and misreports by buyers are predicted to increase when

noise is introduced.

We find experimental evidence that is largely consistent with the behavior predicted by

theory. In the no-noise treatment of the SR mechanism, buyers and sellers report truthfully

in the vast majority of cases: in scenarios where the quality of the good is low, buyers report

truthfully in 97.7 percent of cases while sellers report truthfully in 86.2 percent of cases. In

scenarios where the quality of the good is high, buyers report truthfully in 94.0 percent of

cases and sellers report truthfully in 93.0 percent of cases. When noise is introduced, there

is no significant change in the behavior of buyers and sellers.

By contrast, truth-telling rates are lower in the canonical SPI mechanism and the

mechanism is not robust to noise. Buyers in the SPI mechanism misreport in one of the

two scenarios in 25.5 percent of cases in the no-noise treatment and in 43.3 percent of cases

in the noise treatment. These misreport rates are significantly higher than the rates seen

in the SR mechanism (7.7 percent and 12.5 percent, respectively) and the difference in

misreports between the no-noise and noise treatments of the SPI mechanism are significant.

Thus, the SR mechanism strongly outperforms the SPI mechanism in complete information

environments and appears robust to private-value perturbations.

Our results relate directly to the burgeoning literature on the robustness of theoretical

mechanisms to small perturbations of the economic environment. This literature insists that

mechanisms be robust, in the sense that a small perturbation of modeling assumptions does

not lead to a large change in equilibria (see, for instance, Chung and Ely (2003) and Aghion

et al. (2012)).

The title of our paper reflects our underlying goal of finding ways of operationaliz-

ing dynamic implementation for real world applications. Although mitigating hold-up in
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environments where information is observable but not verifiable is the most well known ap-

plication (Maskin and Tirole, 1999), there are many others. For example, we see revelation

mechanisms as having important applications in developing countries where well-functioning

courts and legal systems do not exist. Suitably designed dynamic implementation mech-

anisms combined with smart contracting protocols have the potential to expand what is

contractible, and hence economic activity and gains from trade.

In designing our SR mechanism, we took into consideration a number of findings from

the experimental literature on implementation. Sefton and Yavas (1996) and Katok et al.

(2002) study various versions of the Abreu-Matsushima mechanisms and highlight issues

that arise in mechanisms that use multiple iterations of backward induction. Discussing the

search for good mechanisms for the selection of arbitrators, de Clippel et al. (2014) argue

that one desiderata in the search for good mechanisms is that a “mechanism has as few stages

as possible so that backward induction is relatively ‘simple’ to execute.” By concentrating

on two-stage mechanisms and using a weaker solution concept, our paper directly addresses

the issues raised in these papers.

Finding auxiliary mechanisms that have good empirical properties has proven difficult

even in simple environments with complete information.5 Yet our mechanism is robust to a

range of reasoning processes. In particular, it remains valid for any solution concept which is

stronger than deletion of never sequential best replies followed by two rounds of deletion of

strictly dominated strategies. This requirement is satisfied for almost all standard solution

concepts in extensive-form games as well as some behavioral solution concepts such as the

agent quantal-response equilibrium.

The remainder of the paper proceeds as follows. Section 2 contains our theoretical

analysis and proves our main implementation results. Section 3 contains our experimental

design and results. Section 4 contains some brief concluding remarks. Appendix A contains

our theoretical proofs while Appendix B contains additional empirical analysis, figures, and

experimental instructions.

5Much of the experimental literature on implementation has centered on either the public goods problems,
Solomon’s dilemma problems (Ponti et al., 2003; Giannatale and Elbittar, 2010), or hold-up problems.
In the context of public goods, Chen and Plott (1996), Chen and Tang (1998), and Healy (2006) study
learning dynamics in public good provision mechanisms. Andreoni and Varian (1999), Falkinger et al. (2000),
and Chen and Gazzale (2004) study two-stage compensation mechanisms that build on work from Moore
and Repullo (1988), while Harstad and Marrese (1981, 1982), Attiyeh et al. (2000), Arifovic and Ledyard
(2004), and Bracht et al. (2008) study the voluntary contribution game, Groves–Ledyard, and Falkinger
mechanisms respectively. In relation to the hold-up problem, Aghion et al. (2012) draws attention to the
issue of information perturbations, while Fehr et al. (2017) draws attention to the issue of reciprocity. Hoppe
and Schmitz (2011) study “option contracts” developed in Nöldeke and Schmidt (1995) in a one-sided setting
that allows for renegotiation and highlight how attempts at renegotiation are not always successful.
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2 The Theory

In this section, we first define the solution concept of initial rationalizability and argue

that it is substantially more permissive than subgame-perfect equilibrium. We then for-

mally construct a two-stage mechanism—the “Simultaneous Report” (SR) mechanism—in a

quasilinear setting and show that it can implement any SCF in initial rationalizable strategy

profiles. As a result, implementation by the SR mechanism is not sensitive to belief updating

regarding other players’ preferences, payoffs, or rationality.

We then show that both the implementation and the truth-telling equilibrium in the

SR mechanism are robust to introducing a small amount of incomplete information. More

precisely, we show that for any private-value perturbations (see Definition 4), truth-telling

remains the unique initial rationalizable strategies for the SR mechanism. Finally, we high-

light how the mechanism is robust to a wide variety of reasoning properties and behavioural

assumptions.

2.1 The Environment

Consider a finite set of players I = {1, . . . , I} with I ≥ 2 located on a circle. Call player

i − 1 (resp. player i + 1) the predecessor (resp. the successor) of player i. In particular,

the successor of player I is player 1. The set of pure social alternatives is denoted by A,

and ∆ (A) denotes the set of all lotteries over A with countable supports. We write a for a

generic alternative in A and l for a generic lottery in ∆ (A).

Each player i is endowed with a payoff type θi which belongs to a finite set Θi. Each

payoff type θi identifies a bounded utility function mapping each lottery-transfer pair (l, τi)

in ∆ (A) × R to a quasilinear utility ui (l, θi) + τi. That is, players’ values are private.

We assume that ui (·, θi) admits the expected utility representation. Finally, assume that

any two distinct types θi and θ′i induce different preference orders over ∆ (A) × R, i.e.,

ui (a, θi) 6= ui (a, θ
′
i) for some a ∈ A.

Let Θ ≡ ×i∈IΘi be the set of type profiles or states. We consider a planner who aims to

implement a social choice function f : Θ→ ∆(A). We start with the complete-information

environment, i.e., the true type profile θ ∈ Θ is commonly known to the players but unknown

to the planner. We note that the private-value assumption entails no loss of generality when

we assume complete information. In Section 2.4, we will turn to study the robustness of our

result in an incomplete-information environment where this common knowledge assumption

is perturbed.

We will only consider finite two-stage mechanisms throughout the paper. This suffices

for our purpose since the SR mechanism which we are about to define has only two stages. In
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Stage 1, each player i chooses one message m1
i from a finite set M1

i . Denote by M1 ≡ ×i∈IM1
i

the set of Stage 1 message profiles. In Stage 2, after observing the Stage 1 message profile

m1 ∈ M1, each player i chooses a message m2
i from another finite set M2

i (m1). Again, write

M2 (m1) ≡ ×i∈IM2
i (m1) for the set of Stage 2 message profiles following m1. Formally, a

two-stage mechanism can be written as a two-stage game form Γ = (H, (Mi)i∈I ,Z, g, (τi)i∈I)
where (1) Mi = M1

i × (×m1∈M1M2
i (m1)); (2) H = {∅}∪ M1 is the set of non-terminal

histories; (3) Z = {(m1,m2) : m1 ∈M1,m2 ∈M2 (m1)} is the set of terminal histories; (4)

g is the outcome function that maps each terminal history to a lottery in ∆ (A); and (5) τi

is the transfer rule that maps each terminal history to a transfer to player i.

Let Γ(θ) denote the two-stage game associated with Γ at state θ. A message (a pure

strategy) is a pair (m1
i ,m

2
i ) such that m1

i ∈M1
i and m2

i ∈ ×m1∈M1M2
i (m1). For each m ∈M ,

let z (m) be the unique terminal history induced by m, i.e., z (m) = (m1,m2 (m1)).

2.2 Solution Concept and Implementation

We now define the solution concept of initial rationalizability. Consider the two-stage game

Γ (θ) induced by a mechanism Γ at state θ. Conditional on history h ∈ H, player i’s payoff

from a message profile m is given by

vi (m, θi|∅) ≡ ui (g(z (m)), θi) + τi (z (m)) . (1)

Moreover, for each m̃1 ∈M1,

vi
(
m, θi|m̃1

)
≡ ui

(
g(m̃1,m2

(
m̃1
)
), θi
)

+ τi
(
m̃1,m2

(
m̃1
))
. (2)

In order to analyze each player’s reasoning about other players’ messages during the

entire course of play of the game, we model players’ conditional beliefs by means of a con-

ditional probability system (CPS). Following Dekel and Siniscalchi (2015), we formulate the

notion of CPS as follows.

Definition 1 Fix a measurable space (Ω,Σ) and a countable collection B ⊂ Σ. A conditional

probability system, or CPS, is a map µ : Σ× B → [0, 1] such that:

1. For each B ∈ B, µ (·|B) ∈ ∆ (Ω) and µ (B|B) = 1.

2. If A ∈ Σ and B,C ∈ B with B ⊂ C, then µ (A|C) = µ (A|B) · µ (B|C) .
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In the current section, we set Ω = M−i and B to be the collection of all nonempty

subsets of M−i. That is, a CPS µi specifies for each nonempty subset of M−i a probabil-

ity distribution over M−i such that Bayes’ rule (i.e., condition (2) of Definition 1) applies

whenever possible. Let M−i (h) ⊂ M−i be the set of message profiles of player i’s opponent

that are consistent with history h. Hence, M−i (∅) = M−i and for each m1 ∈ M1, we

have M−i (m
1) =

{
m̄−i ∈M−i :

(
m1
i , m̄

1
−i
)

= m1
}

. Conditional on history h ∈ H, reporting

message mi, and holding CPS µi, player i receives the expected payoff:

Vi(mi, θi, µi|h) =
∑
m−i

vi (mi,m−i, θi|h)µi [m−i|M−i (h)] .

A message mi is a sequential best response to CPS µi for player i who has type θi if, for every

history h, we have

Vi(mi, θi, µi|h) ≥ Vi(m
′
i, θi, µi|h),∀m′i ∈Mi.

We now define initial rationalizability:

Definition 2 (Initial Rationalizability) Let Γ(θ) be a two-stage game. For every player

i ∈ I, let R
Γ(θ)
i,0 = Mi. Inductively, for every integer k ≥ 1, let R

Γ(θ)
i,k be the set of messages

mi ∈ Mi that are sequential best replies to some CPS µi such that µi

(
R

Γ(θ)
−i,k−1

∣∣M−i) = 1.

Finally, the set of initially rationalizable messages for player i is R
Γ(θ)
i =

⋂∞
k=1R

Γ(θ)
i,k .

The solution concept is arguably the weakest among standard notions of equilib-

rium/rationalizability which impose sequential rationality (see Dekel and Siniscalchi (2015)

for more discussion). In particular, only beliefs at the beginning of the game (i.e., µi(·|M−i))
are restricted. In other words, a player can hold an arbitrary updated belief about his/her

opponents once being surprised. For instance, at a history precluded by his/her opponents’

rational moves, the player can simply cease believing that his/her opponents are rational.

The feature sharply contrasts subgame-perfect equilibrium where the opponents’ irrational

moves are always regarded as “one shot” and never upset a player’s belief in his opponents’

rationality in their subsequent moves. In particular, the Moore-Repullo (MR) mechanism

implements any SCF in subgame-perfect equilibrium. However, it fails to implement it when

a player gives up the belief that his/her opponents will behave rationally upon seeing a

history precluded by his/her opponents’ rational moves.6

We now define our notion of implementability to be used later:

6We will revisit this point in Section 3.3 when we discuss our experimental design and hypotheses.
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Definition 3 A social choice function f is implementable in initial rationalizable

messages if there exists a mechanism Γ such that, for any state θ ∈ Θ, we have g (z (m)) =

f (θ) and τi (z (m)) = 0 for every message profile m ∈ RΓ(θ) and for every player i.

Since we only consider finite mechanisms throughout the paper, we always have RΓ(θ) 6=
∅ and hence we omit the existential requirement from Definition 3.

2.3 The SR Mechanism

We start by providing a verbal description of the SR mechanism. The SR mechanism is

a finite two-stage mechanism which proceeds as follows. In the first stage, each player i

announces simultaneously his/her own type as well as the type of player i− 1. If player i’s

announcement about his/her own type coincides with his/her successor’s announcement of

player i’s type, player i’s announcement is said to be consistent. If every player’s announce-

ment is consistent, then we implement the social outcome prescribed by the consistent profile.

Otherwise, all players who make an inconsistent announcement pay a large penalty and enter

the second stage. In the second stage, these players make an announcement of his/her type

and with equal probability, one of such players, say player i∗, is picked and a lottery which

is pre-assigned to the type announced is implemented. Finally, for each player i who made

a second report, player i+ 1 is imposed a large reward if his/her announcement of player i’s

type coincides with player i’s second announcement; otherwise, he/she pays a large penalty.

We now proceed to the formal details. It will become clear from the construction of the

SR mechanism that we do not need the full force of the complete information assumption.

Indeed, it suffices to assume that each player’s type is known by at least two players and ask

each player to report the type profile of all players which he/she knows in Stage 1.

2.3.1 Message Space

First, we specify the message space.

Stage 1: Each player i is asked to report his/her own type and his predecessor’s type,

namely,

M1
i = Θi ×Θi−1.

A generic element in M1
i is denoted as m1

i = (θ̂ii, θ̂
i
i−1).

Stage 2: Let I∗(m1) ≡ {i ∈ I : θ̂ii 6= θ̂i+1
i } be the set of players who make an inconsistent

announcement at history m1. For m1 = (θ̂ii, θ̂
i
i−1)i∈I , each player i ∈ I∗ (m1) is asked to

9



report his/her own type, that is,

M2
i

(
m1
)

=

{
Θi, if θ̂ii 6= θ̂i+1

i ;

∅, if θ̂ii = θ̂i+1
i .

A generic element in M2
i is denoted as m2

i = θ̃i.

2.3.2 Outcome Function

Next we turn to the specification of the outcome function. Recall our assumption that

two distinct types θi and θ′i induce different preference orders over ∆ (A) × R. With this

assumption, we can construct the dictator lotteries by invoking the following result due to

Abreu and Matsushima (1992).

Lemma 1 For each player i ∈ I, there exists a function li : Θi → ∆(A)× R such that

ui (li (θi) , θi) > ui (li (θ
′
i) , θi) , for any θi, θ

′
i ∈ Θi with θi 6= θ′i. (3)

Second, we specify the outcome function. If all players’ announcements in the first

stage are consistent, then the planner implements f(θ̂) where θ̂ ≡ (θ̂ii)i∈I . Otherwise, the

planner randomly selects a player i∗ from the set {i ∈ I∗ (m1)} with equal probability. The

planner then implements li∗(θ̃i∗).

2.3.3 Transfers

We now define the transfer rule. Transfers are incurred only when some player’s first an-

nouncement is inconsistent. In particular, we impose the following rules:

• Each player i ∈ I∗ (m1) pays a penalty T ;

• Player i+ 1 gets the incentive transfer:

Ti+1(θ̂i+1
i , θ̃i) =

{
T , if θ̂i+1

i = θ̃i;

−T , if θ̂i+1
i 6= θ̃i.

• We choose T > D where7

D = sup
i,a,a′,θi

|ui(a, θi)− ui(a′, θi)| .

7Recall that we assume that Θi is finite and hence D is bounded.

10



In words, each player i ∈ I∗(m1) is penalized by T for making an inconsistent an-

nouncement of his/her own type. Moreover, for each i ∈ I∗(m1), player i + 1 is rewarded

by T , if his/her Stage 1 announcement of player i’s type coincides with player i’s Stage 2

announcement; otherwise, player i+ 1 is penalized by T .

We now prove the following permissive result for implementation in initial rationalizable

messages via the SR mechanism.

Theorem 1 Any social choice function is implementable in initial rationalizable messages

by the SR mechanism.

Proof. See Appendix A.1.

We further elaborate on the feature of the SR mechanism. The second stage in the

SR mechanism is constructed by first choosing a set of lotteries, one for each type of each

player, according to which it is the unique optimal choice for each player to truthfully report

his/her own type. Since the outcome in the second stage is based solely on the second reports

of the party and the dictator lotteries were constructed prior to play, information or belief

about the other player’s type plays no role in the choice made at the second stage. This

feature ensures that the mechanism is insensitive to the way in which players update their

beliefs about other players. As a result, the SR mechanism is less susceptible to relaxations

of common knowledge assumptions on rationality, information, and preferences.

The truthful report in the second stage plays the same role as a behavioral anchor in

the level−k model (see, e.g., Crawford and Iriberri (2007) and de Clippel et al. (2018)). At

the first stage, once everyone knows that telling the truth is the unique optimal choice for

any active player in the second stage, truth-telling must also be the uniquely optimal action

for the successor(s) of each active player and hence the optimal action of each player.

Recall that the active player’s re-evaluation of his/her opponent’s rationality based

on his opponent’s deviation is irrelevant because the opponent has no opportunity to make

a move. These features carry on even when we perturb the original information structure

slightly, as long as each (active) player’s own signal is more informative over his/her own

payoff types than the other players’ signals/payoff types. This feature also explains how we

obtain information robustness of the SR mechanism in the next section.

2.4 Robustness to Information Perturbations

We now formulate the second robustness property of the SR mechanism. Suppose that the

players do not observe the state directly but are informed of the state via some noisy signal.

Following Aghion et al. (2012), we set the space of signals as Si = Θ. A signal profile is an
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element s = (s1, ..., sn) ∈ S = ×i∈ISi. Let sθi denote the signal in Si which corresponds to θ.

Also denote by sθ the signal profile such that si = sθi for all i ∈ I.

Suppose that the state and signals are jointly distributed according to a prior distri-

bution π ∈ ∆(Θ×S). A prior πCI is said to be a complete information prior if πCI (θ, s) = 0

whenever s 6= sθ. We assume that for each i ∈ I and θ ∈ Θ, the marginal distribution of π

on the signal space places strictly positive weight on every signal profile (i.e., margSπ(s) > 0

for every s ∈ S) so that Bayes’s rule is always well defined. For each π, we write π (·|si)
(resp. π (·|s, θ−i)) for the probability measure over Θ×S−i (resp. Θi) conditional on si (resp.

s).

Let P denote the set of priors over Θ×S. Let P be endowed with the following metric

d : P × P → R+:

d (π, π′) = max
(θ,s)∈Θ×S

|π (θ, s)− π′ (θ, s)| , ∀π, π′ ∈ P .

We consider the following class of information perturbations.

Definition 4 A sequence of priors
{
πk
}

is a private-value perturbation to πCI (which

we denote as πk → πCI) if d
(
πk, πCI

)
→ 0 and for all i ∈ I, θ ∈ Θ, and s−i ∈ S−i, we have

margΘi
πk
[
θi|sθi , s−i, θ−i

]
→ 1 as k →∞.

Private-value perturbation requires that conditional on the opponent’s signal and payoff

types, player i’s signal be asymptotically accurate in identifying his/her own type. Indeed,

Theorems 1 and 2 of Aghion et al. (2012) both invoke private-value perturbations in proving

the nonrobustness of the MR mechanism. To wit, when players’ values are private, it is

natural to assume that a player’s own signal is more informative over their own payoff types

than others’ signals/payoff types.

One special case of private-value perturbations is that player i knows precisely his/her

own type θi (e.g., Bergemann and Morris (2005)) even with information perturbations and

only entertains a small amount of uncertainty about his/her opponents’ types. This amounts

to assuming that πk
[
θi|sθi

]
= 1 for every k and also makes the sequence of priors

{
πk
}

a

private-value perturbation, as long as d
(
πk, πCI

)
→ 0.

We now adapt our definitions of mechanisms and solution concepts to the incomplete-

information setup. We denote by Γ (π) the incomplete information game induced by a

two-stage mechanism Γ under prior π. Here, a CPS µi specifies for each nonempty subset E

of Θ × S−i ×M−i a distribution µi [·|E] over Θ× S−i ×M−i with the property that Bayes’
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rule applies whenever possible.8

Now conditional on history h ∈ H, using message mi and holding CPS µi, player i’s

expected payoff is computed as follows:

Vi(mi, si, µi|h) =
∑

θ,s−i,m−i

vi (mi,m−i, θi|h)µi [(θ, s−i,m−i)|Θ× S−i ×M−i(h)] .

Similar to the case of complete information, we say that a message mi is a sequential best

response to CPS µi for player i with signal si if, for every h ∈ H, we have

Vi(mi, si, µi|h) ≥ Vi(m
′
i, si, µi|h),∀m′i ∈Mi.

We say that a CPS µi is consistent with si if margΘ×S−i
µi (·|Θ× S−i ×M−i(h)) =

π (·|si) for the following two cases: (1) initial history h = ∅; (2) every history h 6= ∅ such

that

µi (Θ× S−i ×M−i(h)|Θ× S−i ×M−i) = 0.

First, the belief over Θ×S−i induced by a CPS at initial history is required to be consistent

with player i’s prior belief π (·|si) . Second, if history h is assigned probability zero at the

beginning of the game according to the CPS µi, then conditional on history h, µi must

maintain the initial belief about states and signal profiles of the opponents given by π (·|si).
The following two definitions are the counterparts of Definitions 2 and 3 in the almost

complete information environments. We first define the solution concept of initial rational-

izability under incomplete information.

Definition 5 (Initial Rationalizability under Incomplete Information) Let Γ (π) be

a two-stage game. The set of initial rationalizable messages of player i with signal si is defined

as Ri (si|Γ (π)) =
⋂∞
k=1 Ri,k (si|Γ (π)), where Ri,0 (si|Γ (π)) = Mi and, inductively, for every

integer k ≥ 1,

Ri,k (si|Γ (π)) =


mi ∈Mi

∣∣∣∣∣∣∣∣∣∣∣∣

there exists CPS µi over Θ× S−i ×M−i such that

(1) µi
[
(θ, s−i,m−i)

∣∣Θ× S−i ×M−i] > 0

⇒ m−i ∈ R−i,k−1 (s−i|Γ (π)) ;

(2) mi is a sequential best response to µi; and

(3) µi is consistent with si.


.

As we did under complete information, we only consider finite mechanisms through-

8Using the formal notation introduced for CPSs in Definition 1, we set Ω = Θ× S−i ×M−i and let B be
the collection of all nonempty subsets of Ω.
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out the paper. So, we have R(sθ|Γ (π)) 6= ∅. The following is the definition of robust

implementation we adopt.

Definition 6 A social choice function f is robustly implementable in initial ratio-

nalizable strategies if there exists a mechanism Γ = (M, g) such that for any state θ ∈ Θ,

any signal profile sθ ∈ S, any private-value perturbation {πk} to πCI, and any sequence of

message profiles {mk}∞k=1 with mk ∈ R(sθ|Γ({πk})) for each k, we have g(z(mk))→ f(θ) as

k →∞ and τi
(
z
(
mk
))

= 0 for each k.

Within the class of private-value perturbations, our robustness notion is formulated

with the permissive solution concept of initial rationalizability. Specifically, we allow each

player’s CPS to have any degree of correlations among player’s strategies, other players’

signals, and the payoff type profiles. Hence, our robust implementation result holds even

with the stronger yet more standard solution concept of sequential equilibrium (defined in

the online appendix of Aghion et al. (2012)) is used.9 We are now ready to state our robust

implementation result regarding the SR mechanism that we previously defined in Section

2.3.

Theorem 2 Any social choice function is robustly implementable in initial rationalizable

strategies by the SR mechanism.

Proof. See Appendix A.2.

Note that Theorem 2 is consistent with the impossibility result of robust subgame-

perfect implementation proved in Theorem 3 of Aghion et al. (2012). Indeed, Theorem 3

of Aghion et al. (2012) invoke perturbations which are not private-value. Our Theorem

2 shows that it is actually necessary for Aghion et al. (2012) to invoke these non-private-

value perturbations, as we have obtained a possibility result with respect to private-value

perturbations.

2.5 Additional Robustness Results and Discussion

2.5.1 Retaliatory Preferences

Fehr et al. (2017) consider an implementation problem where players care about not only

material payoffs but also “psychological” payoffs obtained from retaliating against perceived

unkind acts. Studying a Subgame Perfect Implementation (SPI) mechanism, they show that

9In fact, if we adopt a solution concept where it is commonly believed that each player’s strategy only
depends on his own signal but not on the payoff type profile, we can further weaken Definition 4 in requiring
only margΘi

πk
[
θi|sθi , s−i

]
→ 1.
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when retaliatory types are heterogenous and private, retaliation behaviors may lead to an

implementation failure where fines occur with positive probability in a mixed strategy equi-

librium. This equilibrium is based on heterogeneity in buyer reciprocity and belief updating:

highly reciprocal buyers who enter into the arbitration stage may choose to retaliate against

his/her opponent’s challenge by not validating his/her challenge even at the cost of a ma-

terial loss. Fear of such retaliation can cause sellers to avoid the arbitration system if they

believe that a buyer will retaliate. However, this reluctance will lead even non-reciprocal

buyers to lie and pretend to be reciprocal leading to an equilibrium where buyers lie with

positive probability and sellers challenge with positive probability.

Due to belief updating, implementation failure can occur in the SPI mechanism even

when the number of reciprocal buyers is (vanishingly) small. By contrast, in the SR mecha-

nism, the seller takes no actions after observing the buyer’s report, and so there is no scope

for belief updating about the retaliatory type of the buyer. This implies that if just over

half the buyers are non-reciprocal and the most reciprocal buyer is still ‘reasonable’ in the

sense that he or she is unwilling to pay more than a dollar to destroy a dollar of another

player’s money when maximally aggrieved, the majority of players will be truthful in the

second stage and our implementation results hold.

In other psychological environments, the SR mechanism will at least partially imple-

ment a social choice function if (i) the SR mechanism (fully) implements the social choice

function in a psychological environment where all agents are non-reciprocal and (ii) no re-

taliatory motives exist after the realization of the state but before the players first reports.

Thus, for a large class of psychological environments, reciprocity will at worse cause the SR

mechanism to act as a coordination game with a salient truth-telling equilibrium.10

2.5.2 Agent Quantal Response Equilibrium

The SR mechanism is robust to alternative reasoning processes and behavioral assumptions.

In particular, the SR mechanism implements the SCF after (1) deleting strategies that

violate sequential rationality; and (2) deleting strictly dominated strategies for two rounds.

As discussed in greater detail in the proof of Theorem 1, we choose the dictator lotteries

li∗ (·), the incentive transfers T , and the arbitration fee T so that (1’) sequential rationality

10Note also that the SPI mechanism gives a “challenged” player a behavioral motive to retaliate against
the “challenger” because the challenger must actively force the challenged into arbitration and this causes
him or her to be fined. In contrast, in the SR mechanism the successor in the circle is just a truth-teller
expecting the predecessor to also be truthful. Thus, it is unclear whether the predecessor should wish to
retaliate against a truthful report when such reports are not intended to cause harm. If it is assumed that
players report truthfully in the second stage if their successor reported truthfully in the first stage, then the
mechanism is fully robust to reciprocity if all players are reasonable.
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ensures that player i∗ will truthfully announce his/her type in the second stage; (2’) the first-

round deletion of strictly dominated strategies ensures that each player i wants to match

his/her first stage report on the type of player i − 1 with the second stage report chosen

by player i− 1; (2”) the second-round deletion of strictly dominated strategies ensures that

each player i wants to match his/her first stage report on his/her own type with the first

stage report chosen by player i+ 1. Consequently, our result remains valid for any solution

concept which is stronger than deletion of never sequential best replies followed by two

rounds of deletion of strictly dominated strategies. This is a remarkably weak requirement.

For instance, it is satisfied almost all standard solution concepts in extensive-form games

as well as some behavioral solution concepts such as the agent quantal response equilibrium

proposed by McKelvey and Palfrey (1998), provided that the noise parameter is sufficiently

small.

The SR mechanism relies on strict inequalities at all stages of the game and is thus

remarkably robust to level-k reasoning. When play is anchored by truth-telling level-0 types,

all types are truthful. If we allow for any level-0 play, then the SR mechanism is level-

3 implementable.11 These results are consistent with de Clippel et al. (2018), who show

that a slight weakening of standard strict incentive constraints are necessary for level-k

implementation.

3 The Experiment

Part one of this paper suggests that the SR mechanism is robust to private value pertur-

bations and may be robust to a variety of alternative reasoning processes and behavioral

assumptions. In this section, we study the empirical properties of the mechanism using lab-

oratory experiments in a two-person environment where buyers and sellers seek to implement

a state-dependent contract with observable but non-verifiable information. This environment

was selected because it is the underlying contracting problem needed to resolve two-sided

holdup and it is an environment where other mechanisms based on subgame perfection have

performed poorly.

To concentrate directly on the robustness properties of the SR mechanism, we consider

behavior in both a complete information environment and an environment with a private-

value perturbation. We further benchmark behavior against a canonical SPI mechanism that

is not predicted to be robust to private-value perturbations.

11To see this, note that in the SR mechanism, level-1 players will always report truthfully in the second
stage of the mechanism. Thus, a level-2 player will make a truthful report regarding their predecessors type
and will also be truthful in the second stage. It follows that a level-3 player will best respond to a level-2
type by making truthful reports at all stages.
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3.1 Environment and Mechanisms

Our experimental environment is based on Aghion et al. (2018), which borrows its setup from

Hart and Moore (2003). In each of 20 periods, a buyer and a seller are matched and the seller

is randomly assigned one of two sealed containers with equal probability. One container is

worth 70 Experimental Currency Units (ECU) to the buyer and the other container is worth

20 ECU.12

Each container has two compartments: a buyer’s compartment and a seller’s compart-

ment. Each compartment is filled with red and blue balls whose composition changes by

information treatment:

1. No-Noise Treatment: In the no-noise treatment, both the buyer’s compartment and

the seller’s compartment of the container worth 70 ECU is filled with 40 red balls and

0 blue balls. Likewise, both the buyer’s compartment and the seller’s compartment of

the container worth 20 ECU is filled with 40 blue balls and 0 red balls.

2. Noise Treatment: In the noise treatment, the buyer’s compartment of the container

worth 70 ECU is filled with 39 red balls and 1 blue ball. The seller’s compartment of

the container worth 70 ECU is filled with 35 red balls and 5 blue balls. Similarly, the

buyer’s compartment of the container worth 20 ECU is filled with 39 blue balls and

1 red ball. The seller’s compartment of the container worth 20 ECU is filled with 35

blue balls and 5 red balls.

The two parties in a group do not initially know which container has been allocated to

the seller. However, over the course of a period, the buyer privately observes a ball drawn

from the buyer’s compartment of the container and the seller privately observes a ball drawn

from the seller’s compartment. These “signals” provide complete information about the

container being traded and the signal observed by their matched partner in the no-noise

treatment. In the noise treatment, the buyer’s signal is more accurate in identifying the

value of the container than the seller’s signal: the buyer will receive the correct signal 97.5

percent of case while the seller will receive the correct signal 87.5 percent of the time. The

signals will coincide 85.3 percent of the time. Throughout the rest of the paper we refer to

the red signal as the high signal and the blue signal as the low signal.

In each period, the buyer and seller have the task of trading the container using either

a Simultaneous Report (SR) mechanism or a Subgame-Perfect Implementation mechanism

(SPI). Both mechanisms use near identical price schedules, bonuses, and fines to implement a

12The exchange rate of ECU to Australian dollars was a rate of 2 ECU = 1 AUD. As discussed below, we
randomly paid two periods: one from periods 1-10 and one from periods 11-20.
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state-contingent trading scheme that (under complete information) trades containers worth

20 ECU at a price of 10 ECU and containers worth 70 ECU at a price of 35 ECU. The

mechanisms are implemented as follows:

The Simultaneous-Report mechanism: In treatments using the Simultaneous-Report

mechanism, each period is composed of four stages: a report stage, a signal stage, a verifi-

cation stage, and an arbitration stage. In the report stage, both the buyer and the seller are

asked to privately report the value of the container under two scenarios: the scenario where

he or she observes the high signal and the scenario where he or she observes the low signal.

The buyer and seller may report a high value of 70 or a low value of 20 in each scenario.

In the signal stage, the buyer privately draws a ball from the buyer’s compartment of

the container. After observing the signal, the buyer makes a formal report which corresponds

to his or her decision in the report stage for that signal. The seller also privately draws a

ball from the seller’s compartment and also makes a formal report that corresponds with his

or her decision in the report stage.

Following the signal stage, each party is made aware of the formal report made by their

matched party, but not their matched partner’s signal nor their strategy. Thus, the strategy

method that we employ generates a compete set of reports in each period but does not affect

the information observed in the mechanism itself. Obtaining a complete panel of first-stage

reports improves our ability to control for heterogeneity across individuals. It also reduces

variation across periods that is driven by the random assignment of containers and signals

to different buyers and sellers.13

In the verification stage, the formal report of the buyer and seller are compared with

one another. If the formal reports coincide, the two parties trade at a price equal to one half

of the reported value (i.e., 35 after a high value report and 10 after a low value report). If

the reports do not coincide, the buyer pays an arbitration fee of 40 ECU and enters into the

arbitration stage.

In the arbitration stage, the buyer is asked to make a second report. As shown in Table

1, the buyer may report a value of 0, 20, or 70.14 We use the second report along with a fair

six-sided die to determine whether trade occurs and the price.15. If the second report of the

13Note that we do not employ the strategy method for internal nodes of the experiment (e.g., the arbitration
stage of the SR mechanism) because the sequential nature of the mechanism is important.

14Theoretically, the second stage only requires reports of 20 and 70 for the mechanism to work. We included
the additional possibility of reporting zero so that we could distinguish between misreports in the second
stage that were designed to minimize the probability of trade and those that were designed to intentionally
match the misreport of one’s trading partner.

15Note that in the current treatments, the dice is mapped into a simple binary lottery. We use the dice
description as it is easier to extend to other environments with more outcome states.
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buyer matches the first-stage report of the seller, the seller is rewarded a bonus of 40 ECU

in addition to her earnings from trade. In other cases, the seller also pays a fine of 40 ECU.

At the end of the period, the true value of the container is revealed. If trade occurs in

the period, the profits of the buyer and seller are given by:

πB = Value − Price − BuyerArbitrationFee

πS = Price + SellerBonus − SellerArbitrationFee.

If trade does not occur, the container is destroyed. However, both parties must still pay

their arbitration fees.

Table 1: Trade Prices if Buyer Enters Arbitration

Buyer’s Secondary Report Outcome if Dice Roll is a 1-3 Outcome if Dice Roll is a 4-6
0 No Trade No Trade
20 Trade at 10 No Trade
70 Trade at 10 Trade at 35

The Subgame-Perfect Implementation mechanism: In order to benchmark the per-

formance of the mechanism, we also conducted sessions using a three-stage Subgame-Perfect

Implementation mechanism based on Moore & Repullo (1988). In treatments using the SPI

mechanism, we elicit a report for the buyer in both the scenario where he receives the high

signal and the scenario where he receives the low signal using the strategy method discussed

above. The buyer may make a high or low report in each scenario. We then draw a signal

for the buyer from the buyer’s compartment and make a formal report to the seller that

corresponds with the buyer’s decision.

The seller in the mechanism next draws a signal from the seller’s compartment and is

informed of the formal report of the buyer. The seller next has the option to “call” or “not

call” the arbitrator.16 If the arbitrator is not called, the parties trade at a price equal to one

half of the reported value. If the seller calls the arbitrator, the buyer is fined 40 ECU and

enters into the arbitration stage.

In the arbitration stage, the buyer is given a counter-offer equal to 35 if he reported a

value of 20 and 85 if he reported a value of 70. The buyer may accept or reject the counter

offer. If the counter offer is accepted, trade occurs and the seller receives a bonus of 40 ECU.

If the counter offer is rejected, no trade occurs and the seller is fined 40 ECU.

16Since the seller’s arbitration decision is in the second stage of the mechanism, we do not use the strategy
method when eliciting this actions. Note, however, that our main interest is on the buyer side where
misreports are predicted to emerge when noise is introduced.
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3.2 Protocol

Our experiment utilized a 2x2 design in which we generated within-subject variation in

noise and between-subject variation in mechanism. Within a session, subjects played ten

periods of the no-noise treatment followed by ten periods of the noise treatment using a

single mechanism. All sessions consisted of exactly 20 participants who were evenly divided

between buyers and sellers at the beginning of the experiments. Buyers and sellers were

matched with each other at most once in each of the two information treatments.

All of the experiments were run in the Experimental Economics Laboratory at the

University of Melbourne in March of 2019. The experiments were conducted using the

programming language z-Tree (Fischbacher, 2007). A total of 12 sessions were run: 6 sessions

using the SR mechanism and 6 sessions using the SPI mechanism. All of the 240 participants

were undergraduate students at the university and were invited from a pool of more than

6000 volunteers using ORSEE (Greiner, 2015).

Upon arrival at the laboratory, participants were randomly assigned buyer and seller

roles and asked to read the instructions for their assigned mechanism in the no-noise treat-

ment. Consistent with previous implementation experiments, the instructions described the

game in detail, walked through a series of examples that calculated the payoffs of both parties

along the equilibrium path and along the off-equilibrium paths, and culminated in a quiz. In

the quiz, the subjects were required to calculate the payoffs that each buyer and seller would

receive for both potential values of the container and both on and off-equilibrium actions.17

After completing the instructions, we read additional oral instructions that reiterated

the matching structure and the payment rules discussed below. In the oral instructions we

announced that the second treatment would be identical to the first except that some of the

blue balls would be moved to the container worth 70 ECU and some of the red balls would

be moved to the container worth 20 ECU. Thus, subjects were informed about all aspects of

the no-noise and noise treatments at the start of the experiment with the exception of the

exact noise distribution.

After playing 10 periods of the no-noise treatment, we handed out a second set of in-

structions that discussed how the balls had been moved between the containers and compart-

ments. Subjects were informed explicitly about the probability of all possible combinations

of signals and containers in this set of instructions to reduce the computational burden.

We randomly selected one period from the no-noise treatment and one period from the

17While the instructions for both mechanisms were complete in describing the outcome of each set of
actions in the mechanism, we did not explicitly state that the mechanism is designed to induce truthful
reports for both buyers and sellers because the SPI mechanism does not have this property in the noise
treatment. This precluded some forms of training that have been used in previous research such as playing
against a Nash best-responding computer.
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noise treatment for payment at an exchange rate of 2 ECU to $1 AUD. To avoid bankruptcies,

participants received a show-up fee of $35 AUD. The average payment at the end of the

experiment was $51.84 AUD. At the time of the 2019 experiments, $1 AUD ≈ $0.71 USD.

The experimental design, instructions, and analysis plan were pre-registered at open

science (osf.io/p6ukx). Prior to pre-registration, we ran one pilot session of the SR mecha-

nism and one session of the SPI mechanism to obtain a better estimate of the distribution

of buyer misreports in order to perform power calculations. We do not include these pilots

in the results as they were done before finalizing the analysis plan.

3.3 Hypotheses

The SR mechanism used in our experiment is designed to implement truthful reports for

both buyers and sellers. Given the incentives induced by the mechanism we would predict

the following pattern of behavior in the no-noise treatment under the solution concepts of

subgame perfection and initial rationalizability:

Hypothesis 1 In the no-noise treatment, the path of play under the Simultaneous-Report

mechanism involves both the buyer and seller making truthful reports. If the buyer enters

into arbitration, the buyer makes a truthful secondary report.

In the noise treatment, if the buyer and seller make truthful reports, there is 14.4

percent chance that the reports will not coincide. In these cases, the buyer’s signal is correct

84.8 percent of the time. Thus the expected value of the container is 62.4 if the buyer receives

the high signal and 27.6 if the buyer receives the low signal. By reporting a high value of 70,

the buyer has the potential to trade with the seller at a price of 35. Thus, for a very large

class of risk preferences, the buyer should make a high second report of 70 after receiving

the high signal and a low second report of 20 after receiving the low signal. We would thus

predict the following behavior under both subgame perfection and initial rationalizability:

Hypothesis 2 In the noise treatment, the path of play under the Simultaneous-Report mech-

anism involves both the buyer and seller making reports that match their signal. If the buyer

enters into arbitration, the buyer makes a secondary report that matches his signal.

Truth-telling is also the path of play in the unique subgame perfect equilibrium of the

SPI mechanism in the no-noise treatment and is one of potentially many initial rationalizable

strategy profiles. However, when noise is introduced, the original truth-telling equilibrium of

the SPI mechanism is no longer supported by both solution concepts. Instead two types of

equilibria emerge: (i) a unique mixed strategy equilibrium in which the buyer reports a low
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value with the high signal with a positive probability and (ii) a continuum of pure strategy

equilibria in which the buyer with the low signal reports a high value.18 Using subgame

perfection as the basis for the null hypothesis, we predict the following:

Hypothesis 3 In the no-noise treatment, the proportion of buyer who report truthfully in

the SPI mechanism will be equal to the proportion of buyer who report truthfully in the SR

mechanism. In the noise treatments, the proportion of buyers who report truthfully in the

SPI mechanism will be smaller than the proportion of buyers who report truthfully in the SR

mechanism.

As discussed earlier, truth-telling corresponds to the unique initial rationalizable strat-

egy profile of the SR mechanism while it corresponds to one of potentially many initial

rationalizable strategy profiles in the SPI mechanism.19 The SR mechanism is also more

robust to noise in the best response functions and less sensitive to retaliatory preferences.

Thus, under initial rationalizability and for a number of alternative theoretical assumptions,

we would predict that the SR treatment will have a greater level of truth-telling than the SPI

mechanism in the no-noise treatment. In testing how noise influences the two mechanisms,

we provide both direct proportion tests of buyer misreports using data only from the noise

treatments and a difference-in-difference estimator that uses data from both information

treatments to control for potential differences in the no-noise treatment. These estimates

provide both an absolute difference between the two noise treatments and the relative change

in buyer misreport rates that occur when noise is introduced.

3.4 Results

We will refer to a truthful report as a case where a buyer or seller makes a high report

with a high signal or a low report after a low signal. We will say the SR mechanism induces

truth-telling first-stage strategies if both reports by the buyer are truthful and both

18For the purposes of conducting power calculations, we concentrated on the mixed strategy equilibrium
where buyers mix between misreporting and telling the truth with the high signal and sellers challenge a
report that does not match their signal with a positive probability. This equilibrium is the only one that is
not based on some form of out-of-equilibrium belief. In the mixed strategy equilibrium, buyers misreport
on average 13 percent of the time. The sample size was thus selected to detect an effect size of 0.13 at a
significance level of 0.05 and a power of 0.80.

19To see that the MR mechanism allows for multiple initial rationalizable strategy profiles in the complete
information environment, consider the situation where the seller receives the high-valued container. Suppose
that—counter to his signal—the buyer makes a low report and the seller is choosing whether to call the
arbitrator. Under initial rationlizability, the seller may abandon the belief that the buyer is rational and
could instead entertain a belief that the buyer will reject the counter offer. As such, the seller may not call
the arbitrator. Hence, a situation where the buyer makes a low report and the seller does not challenge the
report is consistent with initial rationalizability in the high-value case.
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reports by the seller are truthful. The buyer misreports in a period if he reports a low

signal in the high-signal scenario or the high signal in the low-signal scenario.

The seller’s strategies are not fully observed in the SPI mechanism and thus we cannot

directly compare the proportion of truth-telling strategies in the two mechanisms. Instead,

we will compare observed actions in periods where both the buyer’s signal and seller’s signal

match the true state. We will say that the formal report is truthful if a buyer’s or seller’s

formal report matches his or her signal and the formal report is misreported otherwise.

A group in the SR mechanism displays truth-telling behavior if the formal report of

the buyer and seller are truthful. A group in the SPI mechanism displays truth-telling

behavior if the buyer’s formal report is truthful and the seller does not challenge.

3.4.1 The Simultaneous Report Mechanism Under Complete Information

Under hypothesis 1, our experimental design predicts that both buyers and sellers will make

truthful reports in the first stage in both the high-signal scenario and the low signal scenario.

The data from the no-noise treatment is largely consistent with this hypothesis.

Result 1 In the no-noise treatment of the Simultaneous Report mechanism, buyers report

truthfully in 97.7 percent of cases in the low-signal scenario and in 94.0 percent of cases in

the high-signal scenario. Sellers report truthfully in 86.2 percent of cases in the low-signal

scenario and in 93.0 percent of cases in the high-signal scenario. Buyers who enter arbitration

report the true value in 77.3 percent of cases.

Figure 1 shows the pattern of play in the no-noise treatment in sessions using the Simul-

taneous Report mechanism. Panel (a) shows the proportion of reports that were truthful in

the report stage for both the buyers and sellers while panel (b) shows how buyers responded

in the arbitration stage. The left-hand side of panel (c) shows a histogram of the aggregate

number of buyer misreports over the 10 periods of the no-noise treatment. The right-hand

side of panel (c) shows the aggregate number of periods where each seller made a misreport

in the low-signal scenario.20

As seen in panel (a), misreports were rare for buyers and uncommon for sellers. Buyers

told the truth 97.7 percent of the time in the low-signal scenario and 94.0 percent of the time

in the high-signal scenario. Sellers told the truth 86.2 percent of the time in the low-signal

scenario and 93.0 percent of the time in the high-signal scenario.21

20Seller lies in the low-signal scenario were found to be prevalent in a SPI mechanism tested in Aghion
et al. (2018). Thus we included information on seller reports in the pre-analysis plan.

21As shown in the appendix, there are no apparent time trends in the behavior of buyers in the SR
mechanism. However, sellers appear to be learning to tell the truth in the low-signal scenario through
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Aggregating the behavior of the buyer and seller, the simultaneous report mechanism

induces truth-telling first-stage strategies in 74.7 percent of groups. The buyer’s formal

report was truthful in 96.0 percent of cases while the seller’s formal report was truthful in

90.3 percent of cases. This led to 86.8 percent of groups displaying truth-telling behavior. As

such, we observe only 58 cases where the buyer enters into the second stage after following

his signal and 21 cases where the buyer enters the second stage after lying. As seen in panel

(b), buyers report truthfully 84.5 percent of the time if arbitration is due to a seller misreport

and in 57.1 percent of the time if arbitration is due to the buyers own misreport. Based on

the distribution of buyer secondary reports, sellers who tell the truth earn an average of 21.6

ECU more than sellers who misreport in the low-signal scenario and 17.2 ECU more than

sellers who misreport in the high-signal scenario. Buyers earn 13.6 ECU more for telling the

truth in the low-signal scenario and 33.3 ECU more in the high-signal scenario. Thus the

mechanism generates strong incentives for truthful reporting for both parties.

Finally, as seen in panel (c), the majority of buyers and sellers are truthful in all 10

periods and there are no individuals who misreport in every period. This implies that (i)

the mechanism induces truth-telling strategies for the majority of individuals from the very

start of the experiment and (ii) there is little heterogeneity in strategy. On the buyer side,

45 out of 60 buyers are truthful in every period and an additional 9 buyers make one or two

misreports. On the seller side, 32 sellers never make a misreport with a low-signal and an

additional 15 make one or two misreports.

Taken together, behaviour in the no-noise treatment of the SR mechanism is strongly

consistent with predicted behavior. Buyers report truthfully in over 90% of cases for both

scenarios and seller’s converge to similar behavior. Buyers also report truthfully in the

majority of cases where they enter arbitration and buyers and sellers have strong incentives

to report truthfully in the first stage given the empirical distribution of the data. Finally,

there is no apparent heterogeneity in strategy across subjects.

3.4.2 The Simultaneous Report Mechanism Under a Private-Value Perturba-

tion

Our second hypothesis predicts that in the noise treatment, both buyers and sellers will

continue to make truthful reports in the first stage in both the scenario where they receive

a high signal and the scenario where they receive a low signal. We also predict that buyers

experience: A seller who lies in the low-signal scenario in one period lies in the same scenario only 26.1
percent of the time in the next period if this scenario arises and they are able to observe the buyers response.
Since sellers rarely switch from a truthful strategy to a lying strategy, the aggregate truth-telling rate for
this scenario increases from 82.3 percent in periods 1-5 to 90.0 percent in periods 6-10.
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will continue to report truthfully in the second stage. The data is largely consistent with

these predictions:

Result 2 In the noise treatment of the Simultaneous Report, buyers report truthfully in

96.5 percent of cases in the low-signal scenario and in 90.0 percent of cases in the high-signal

scenario. Sellers report truthfully in 82.8 percent of cases in the low-signal scenario and in

92.8 percent of cases in the high-signal scenario. Buyers who enter arbitration report the

true value in 71.3 percent of cases.

We also would predict that there is no statistical difference in behavior between be-

havior in the noise and no-noise treatment of the SR mechanism.

Result 3 Comparing behavior in the no-noise and noise treatments with the Simultaneous

Report mechanism, there is no significant difference in (i) the proportion of buyers who

misreport, (ii) the proportion of sellers who misreport, or (iii) the proportion of groups that

exhibit truth-telling first-stage strategies.

Figure 2 shows the pattern of play in the noise treatment of the SR mechanism and

is directly comparable to Figure 1. As can be seen in the left-hand side of panel (a), the

frequency of truthful reports by buyers remains high with the buyer reporting truthfully in

96.5 percent of cases with the low signal and in 90.0 percent of cases after the high signal. The

proportion of misreports made by buyers in the noise treatment is not significantly different

from the proportion of misreports made in the no-noise treatment in a simple regression

where buyer misreports is regressed on the noise treatment dummy (p-value = 0.12).22

Sellers report truthfully in 82.8 percent of cases after the high signal and 92.8 percent

of cases after the low signal. The proportion of seller misreports in the low-signal scenario is

not significantly different from the no-noise treatment using a simple regression where seller

misreports in the low-signal scenario are regressed on the noise treatment dummy (p-value

= 0.354).

As seen in panel (b), buyers continue to follow their signal when they enter into the

arbitration stage. In cases where the buyer’s formal report was truthful, the buyers second

report followed his original signal in 96 out of 126 cases. In cases where the buyer’s formal

report was misreported, the buyer’s second report is truthful in 16 out of 31 cases.

Finally, as seen in panel (c), the majority of buyers make truthful reports in both

the high and low signal scenario and the majority of sellers make truthful reports in the

low-signal scenario. The distribution of buyer misreports in the noise treatment is not

22Unless otherwise specified, regressions on buyers behavior is clustered by buyer, regressions on sellers
behavior is clustered by seller, and regressions on group outcomes are clustered by both buyers and sellers.
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significantly different in the distribution of misreports in the no-noise treatment using a

Wilcoxon Sign-Ranked test (p-value = 0.14). Likewise, there is no significant difference in

the distribution of seller challenges with the low signal (p-value = 0.65).

At the aggregate level, 68.5 percent of groups exhibit first-stage truth-telling strategies

in the noise treatment. This is not significantly different from the proportion of groups

exhibiting first-stage truth-telling strategies in the no-noise treatment when a variable that

is one if a group exhibits first-stage truth-telling strategies and zero otherwise is regressed

on the treatment variable (p-value = 0.15).

3.5 The Relative Performance of the Simultaneous Report Mech-

anism

Thus far we have shown that the SR mechanism is effective at inducing truthful reports and

leads to the efficient outcome in the majority of cases under complete information and under

a private value perturbation. We now compare the mechanism to the SPI mechanism, which

is predicted to generate buyer misreports under a private value perturbation.

Result 4 In the no-noise treatment, buyers are significantly more likely to make a misreport

in the SPI mechanism than in the SR mechanism. The introduction of noise leads to a

significant increase in misreports in the SPI mechanism but does not increase misreports in

the SR mechanism.

Figure 3 compares the proportion of periods in which the buyer misreports his signal

in the no-noise treatments (left) and noise treatments (right). The error bars are 95%

confidence intervals. As can be seen in the left hand side, buyers misreport in 7.7 percent

of cases in the no-noise treatment with the SR mechanism and in 25.5 percent of cases in

the no-noise treatment with the SPI mechanism.23 This difference is significant in a simple

regression where buyer lies is regressed on the SPI treatment dummy with data restricted

to the no-noise treatments (p-value < 0.01).24

As can be seen in the right hand side, buyers misreport in 12.5 percent of cases in

the noise treatment with the SR mechanism and in 43.3 percent of cases with the SPI

23The large number of buyer lies in the high-signal scenario is consistent with the alternative equilibrium
outlined in Section 3.3 where a seller believes that the buyer may not be rational after observing the buyer
report a low value with the high signal.

24An extended analysis of the SPI treatment is provided in the appendix. As seen there, we also perform a
Mann-Whitney-Wilcoxen tests on the distribution of buyer reports across the treatments at the buyer level
and the session level. The null hypothesis of these tests are rejected at the .01 level for all comparisons
between the SR and SPI treatments and between the noise and no-noise treatments of the SPI mechanism.
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mechanism. Consistent with the theoretical predictions, there are significantly more lies in

the SPI mechanism in the noise treatment than the SR mechanism (p-value < 0.01).

Finally, using the no-noise treatment as a baseline, there is an 4.8 percent increase

in buyer misreports when noise is introduced in the SR mechanism and an 18.8 percent

increase in buyer lies when noise is introduced in the SPI mechanism. Using a simple

difference-in-difference estimator where buyer lies is regressed on the SPI treatment variable,

the noise treatment variable, and the interaction of noise and the SPI treatment variable, the

interaction term is significantly different from zero (p-value = 0.03). Thus, the introduction

of noise increases the number of lies both in absolute terms and when only considering the

relative change in misreport rates that occur when noise is introduced.

At the aggregate level, groups display truth-telling behavior in 78.3 percent of cases

in the no-noise treatment with the SPI mechanism. This is significantly different from

the 86.3 percent of groups that display truth-telling behavior in the no-noise treatment of

the SR mechanism when a variable that is one if a group displays truth-telling behavior

and zero otherwise is regressed on the SPI mechanism treatment variable (p-value = 0.02).

Groups display truth-telling behavior in 72.4 percent of cases in the noise treatment with

the SPI mechanism. This is not significantly lower than in the no-noise treatment with the

SPI mechanism (p-value = 0.06). However, it is significantly lower than the 82.5 percent

of groups that display truth-telling behavior in the noise treatment of the SR mechanism

(p-value = 0.01).
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4 Conclusion

The question of what social objectives can be achieved in decentralized environments is a

fundamental one, and one that is germane to a wide class of problems. Beginning with

Maskin (1977, 1999), implementation theory has been remarkably successful in establishing

strong positive results pertaining to this question.

Extensive-form mechanisms have been utilized to obtain particularly striking results,

such as in Moore and Repullo (1988) who show that any SCF can be implemented as the

unique subgame perfect equilibrium of a suitably constructed multi-stage mechanism in

“economic environments”.25

However, there is also a long tradition in game theory (see, for instance: Fudenberg

et al. (1988), Monderer and Samet (1989), Dekel and Fudenberg (1990) and Kajii and Mor-

ris (1997)) of skepticism about the robustness of refinements of Nash equilibrium to small

perturbations of the environment. Aghion et al. (2012) raise these types of concerns in the

context of implementation theory, and Fehr et al. (2017) and Aghion et al. (2018) illustrate

them as a practical matter in laboratory settings.

The key issue is that extensive-form mechanisms give rise to consideration of how

beliefs evolve when unexpected play occurs. These considerations drive the non-robustness

of mechanisms that use refinements of Nash equilibrium as a solution concept.

Our contribution in this paper is to articulate a mechanism that is robust theoretically

and experimentally to these considerations about the evolution of beliefs during play. Our

Simultaneous Report mechanism fully implements any social choice function under initial

rationalizability in complete information environments. This solution concept iteratively

deletes strategies that are not best replies, but only mandates rationality and common beliefs

at the beginning of the game. Crucially, it makes no assumption about how beliefs evolve

after zero probability events occur. This makes it the weakest rationalizability concept for

extensive-form games.

As a theoretical matter, our mechanism is robust to small amounts of incomplete

information about the state of nature. We also highlight the robustness of the mechanism

to a wide variety of reasoning processes and behavioral assumptions.

Our mechanism performs very well experimentally. Truth-telling rates are high for

both buyers and sellers in both an environment with complete information and one with a

private value perturbation. The mechanism also outperforms a canonical SPI mechanism

that uses a near identical price schedule and fines and bonuses of the same size.

In general, one would expect that when mechanisms work well, economic and other

25i.e. with transferable utility or with at least one divisible private good.

30



activity would be mediated by contract. When mechanisms do not work well, one would

expect authority, in one form or another, to play a larger role. This has clear implications for

the theory of the firm, but also for other settings where interactions can be structured. The

organization of the political process is a leading example of such a setting, as are “vertical

legal relationships”, such as between different courts or tiers of government.

These political and legal environments may well be more complicated than the sim-

ple revelation game studied in our experiments. Understanding the efficacy of our SR

mechanism—or a suitably adapted variant—in these richer environments may be a fruit-

ful direction for further work.
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Appendix A: Theory

A.1 Proof of Theorem 1

Let θ be the true state. We prove Theorem 1 in the following three steps.

A.1.1 Truth-Telling Condition

Claim 1 If mi ∈ RΓ(θ)
i,1 and i ∈ I∗ (m1) , then m2

i (m1) = θi.

Proof. Let m1 be a message profile realized at Stage 1 such that I∗ (m1) 6= ∅. First,

for every i ∈ I∗ (m1), li (m
2
i ) is implemented with probability 1/ |I∗ (m1)|. Second, m2

i

determines the outcome only when li (m
2
i ) is chosen. Hence, by Lemma 1, m2

i (m1) = θi is

the unique best response conditional on m1.

A.1.2 Inter-Stage Coordination Condition

Claim 2 If mi ∈ RΓ(θ)
i,2 , then m1

i = (θ̂ii, θi−1) for some θ̂ii ∈ Θi, i.e., player i must report the

type of player i− 1 truthfully at Stage 1.

Proof. Since mi ∈ RΓ(θ)
i,2 , we know that mi is a sequential best reply to some CPS µi such

that µi(R
Γ(θ)
−i,1
∣∣M−i) = 1. We fix such µi and m1 ∈M1 as a message profile chosen at the first

stage. By Claim 1, it follows that for each j ∈ I,

margMj
µi
(
m2
j

(
m1
)

= θj|M−i
)

= 1 if j ∈ I∗
(
m1
)
.

Fix an arbitrary message profile m−i ∈ R
Γ(θ)
−i,1. In what follows, we can assume that

each player, who is called upon in Stage 2, always announces his/her true type. No matter

how player i chooses θ̂ii−1, player i’s resulting payoff difference from altering the outcome is

bounded from above by D.

We shall show that against any message profile m−i ∈ RΓ(θ)
−i,1 of player i’s opponents,

reportingm1
i = (θ̂ii, θi−1) in Stage 1 is strictly better for player i than reportingm1

i = (θ̂ii, θ̂
i
i−1)

with θ̂ii−1 6= θi−1. More specifically, we establish this claim by considering the extra transfers

associated with different choices player i might make in the following two cases.

Case 1. θ̂i−1
i−1 6= θi−1.

For player i, reporting θ̂ii−1 6= θi−1 will result in either the penalty T (if θ̂ii−1 6= θ̂i−1
i−1)

or no transfer (if θ̂ii−1 = θ̂i−1
i−1 ), while reporting θ̂ii−1 = θi−1 will result in the reward T .

Thus, the transfer gain from reporting θ̂ii−1 = θi−1 relative to θ̂ii−1 6= θi−1 is at least T . Since
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T > D, reporting θ̂ii−1 = θi−1 in the first stage is strictly better for player i than reporting

θ̂ii−1 6= θi−1.

Case 2. θ̂i−1
i−1 = θi−1.

For player i, reporting θ̂ii−1 6= θi−1 will result in the penalty T , while reporting θ̂ii−1 =

θi−1 will not induce any transfer. Thus, the transfer gain from reporting θ̂ii−1 = θi−1 relative

to θ̂ii−1 6= θi−1 is T . Again, since T > D, reporting θ̂ii−1 = θi−1 in Stage 1 is strictly better

for player i than reporting θ̂ii−1 6= θi−1.

Thus, in both cases, it is strictly better for player i to report θi−1 in the first stage than

to report any θ̂ii−1 6= θi−1. We conclude that against any m−i ∈ R
Γ(θ)
−i,1, reporting (θ̂ii, θ̂

i
i−1)

with θ̂ii−1 6= θi−1 is strictly dominated by (θ̂ii, θi−1). Hence, player i reports the type of player

i− 1 truthfully in the first stage, i.e., m1
i = (θ̂ii, θi−1) for every mi ∈ RΓ(θ)

i,2 .

A.1.3 Within-Stage Coordination Condition

Claim 3 If mi ∈ RΓ(θ)
i,3 , then m1

i = (θi, θi−1).

Proof. Let mi ∈ RΓ(θ)
i,3 . Then, we know that mi is a best reply to some CPS µi such that

µi(R
Γ(θ)
−i,2
∣∣M−i) = 1. We fix such µi. By Claim 2, µi has the following property:

µi
(
m1
−i|M−i

)
> 0⇒ m1

i+1 = (θ̂i+1
i+1, θi) for some θ̂i+1

i+1 ∈ Θi+1.

That is, we know that player i+ 1 makes a truthful announcement about player i’s type in

the first stage. Hence, if player i misreports his/her own type by announcing some θ̂ii 6= θi,

he/she will be penalized by T . Since T > D, player i’s unique best response is to truthfully

announce his/her own type in the first stage. Hence, every player i will truthfully report

his/her type at the first stage, i.e., θ̂ii = θi. Combining this with Claim 2, we conclude that

m1
i = (θi, θi−1) .

A.2 Proof of Theorem 2

To prove Theorem 2, we continue to use the same SR mechanism which we defined in Section

2.3. Similar to the proof of Theorem 1, we prove Theorem 2 by establishing three conditions.

In the proof, let {πk} denote a private-value perturbation to πCI .

A.2.1 Truth-Telling Condition

Claim 4 Let m1 ∈ M1. For every i ∈ I∗(m1), we have that m2
i (m1) = θi for any mi ∈

Ri,1

(
sθi |Γ

(
πk
))

and any k sufficiently large.

37



Proof. Fix k ≥ 1, player i ∈ I, and a message mi ∈ Ri,1

(
sθi |Γ

(
πk
))

. Observe that mi is

a sequential best response against some CPS µi,k consistent with signal sθi . We fix such µi.

Consider any m1 ∈M1 such that i ∈ I∗ (m1) . Conditional on m1, only the Stage 2 message

m2
i matters for player i’s payoff; moreover, m2

i matters only when li(m
2
i ) is chosen by the

mechanism. By Lemma 1, m2
i (m1) = θi is the unique sequential best reply against µi,k for

player i with signal sθi , as long as

margΘi
µi,k

(
θi|M−i

(
m1
))
→ 1 as k →∞,

which actually follows from Bayes’ rule. Specifically, we write µi,k (·) for µi,k (·|∅) and com-

pute the following:

margΘi
µi,k

(
θi|M−i

(
m1
))

=
∑
θ−i,s−i

∑
m̄−i∈M−i(m1)

µi,k
(
θi, θ−i, s−i, m̄−i|M−i

(
m1
))

=

∑
θ−i,s−i

∑
m̄−i∈M−i(m1) µi,k (θi, θ−i, s−i, m̄−i)∑

θ′i,θ−i,s−i

∑
m̄−i∈M−i(m1) µi,k (θ′i, θ−i, s−i, m̄−i)

=

∑
θ−i,s−i

∑
m̄−i∈M−i(m1) µi,k

(
m̄−i|θi, θ−i, s−i, sθi

)
πk
(
θi, θ−i, s−i|sθi

)∑
θ′i,θ−i,s−i

∑
m̄−i∈M−i(m1) µi,k

(
m̄−i|θ′i, θ−i, s−i, sθi

)
πk
(
θ′i, θ−i, s−i|sθi

)
=

∑
θ−i,s−i

∑
m̄−i∈M−i(m1) µi,k

(
m̄−i|θi, θ−i, s−i, sθi

)
πk
(
θi|sθi , s−i, θ−i

)
πk
(
θi, θ−i, s−i|sθi

)∑
θ′i,θ−i,s−i

∑
m̄−i∈M−i(m1) µi,k

(
m̄−i|θ′i, θ−i, s−isθi

)
πk
(
θ′i|sθi , s−i, θ−i

)
πk
(
θ
′
i, θ−i, s−i|sθi

) , (4)

where the second equality follows from Condition (2) in Definition 1 and the third equal-

ity follows from the consistency of µi,k (·) with sθi . Finally, the definition of private-value

perturbations implies that

margΘi
πk
[
θi|sθi , s−i, θ−i

]
→ 1 as k →∞ for any s−i, θ−i.

Hence, it follows from (4) that margΘi
µi,k (θi|M−i (m1))→ 1 as k →∞.

A.2.2 Inter-Stage Coordination Condition

Claim 5 For any i ∈ I, k sufficiently large, and mi ∈ Ri,2

(
sθi |Γ

(
πk
))

, we have m1
i =

(θ̂ii, θi−1) for some θ̂ii ∈ Θ, i.e., player i must report the type of player i − 1 truthfully at

Stage 1.

Proof. First, by Claim 4, if there exists m1 ∈ M1 such that i − 1 in I∗ (m1), then player

i − 1 will report θi−1 truthfully, as long as he/she plays mi−1 ∈ Ri−1,1

(
sθi−1|Γ

(
πk
))

for k
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large enough. Moreover, since Claim 2 holds under complete information, player i is strictly

better off by reporting his/her predecessor’s true type (i.e., θ̂ii−1 = θi−1) than telling a lie.

This strict truth-telling incentive remains the same under perturbations {πk} (with k large),

so long as player i − 1 reports type θi−1 with probability close to one in Stage 2. Since

πk → πCI, which implies πk
(
θ, sθ−i|sθi

)
→ 1 as k → ∞, player i of type sθi believes with

probability close to one that player i − 1 also receives sθi−1 for any k large enough. Hence,

player i reports the type of player i− 1 truthfully in the first stage, i.e., m1
i = (θ̂ii, θi−1) for

any mi ∈ Ri,2

(
sθi |Γ

(
πk
))

and any sufficiently large k.

A.2.3 Within-Stage Coordination Condition

Claim 6 For any i ∈ I, k sufficiently large, and mi ∈ Ri,3

(
sθi |Γ

(
πk
))

, we have m1
i =

(θi, θi−1) .

Proof. Since Claim 3 holds under complete information, player i finds it strictly better

to report his/her own type at Stage 1 rather than to tell a lie about it. This strict better

reply of telling his/her true type as opposed to misreporting his/her type remains the same

under the perturbation {πk} (with k large), so long as player i+ 1 reports player i’s type θi

truthfully with probability close to one at Stage 1. Therefore, it follows that m1
i = (θi, θi−1)

for any mi ∈ Ri,3

(
sθi |Γ

(
πk
))

and any k sufficiently large.
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B Additional Analyses and Treatments

B.1 The SPI Mechanism

In this appendix, we report on the behavior of buyers and sellers in treatments that use

the SPI mechanism. Recall from Section 3.3 that the SPI mechanism is predicted to have a

unique truth-telling equilibrium in the no-noise environment under subgame perfection, but

that there are many initial rationalizable strategy profiles. We find:

Result B.1 In the no-noise treatment with the SPI mechanism, buyers misreport the value

of their good with the high signal in 22.5 percent of cases. Sellers challenge buyer’s who

misreport a high signal in 78 percent of cases and the buyer rejects a legitimate challenge in

37.7 percent of cases.

Figure B.4 displays the patterns of play we observed in the first ten periods of the

experiment. The left column examines play in the low-signal scenario, and the right column

examines play in the high-signal scenario. Panel (a) summarizes the buyers’ announcement

decisions, Panel (b) summarizes the sellers’ challenge decisions for different announcements,

and Panel (c) summarizes the buyers’ decisions to accept or reject counter offers.

Panel (a) shows that buyers are almost always truthful in the low-signal scenario.

However, buyers misreport in the high-signal scenario in 22.5 percent of cases. This misreport

rate is very similar to the long-run lie rate observed in Aghion et al. (2018), which study a

similar mechanism and environment in experiments that lasted between 10 and 40 periods.

The left hand side of panel (b) shows that sellers mistakenly challenge a low report with

a low signal in 11.0 percent of cases. This rate of false challenges is not significantly different

to the proportion of sellers who misreport in the low-signal scenario in the SR mechanism

in a simple regression that regresses misreporting behavior on the SPI treatment (p-value

= 0.43).26 Data for this test includes all observations from the low-signal scenario of the

SR mechanism, but uses only the observations in the SPI mechanism where the low-signal

is observed and the buyer has reported a low value because the seller’s challenge behavior is

not observed in the other cases.

The right hand side of panel (b) shows that sellers challenge a misreport in the high-

signal scenario in only 78 percent of cases. Thus while appropriate challenges occur in the

majority of cases, at least some sellers are reluctant to challenge. As seen in panel (c),

buyers accept the counteroffer after an appropriate challenge in only 62 percent of cases and

retaliate against appropriate challenges in 38 percent of cases.

26This regression was not in the pre-analysis plan and has been added based on the relatively high misreport
rate of sellers observed in the SR mechanism.
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We now turn to the SPI mechanism in the noise treatment:

Result B.2 The introduction of noise leads to a significant increase of misreports by buyers

with the high signal and a significant decrease in the proportion of challenges made by sellers

who have high signals and observe a low report.

Figure B.5 shows the path of play in the noise treatment with the SPI mechanism and

is directly comparable with figure B.4 above. As seen in panel (a), buyers lie in 40 percent

of observations in the high-signal scenario but in only 6.3 percent of observations in the

low-signal scenario. The misreport rate in the high-signal scenario is significantly higher in

the noise treatment than the no-noise treatment in a simple regression that regresses buyer

misreports in the high-signal scenario on the noise treatment dummy (p-value < .01).

Panel (b) shows that sellers challenge in only 62.4 percent of cases when they have the

high signal and the buyer has made a low announcement. This challenge rate is significantly

lower than in the no-noise treatment in a simple regression that regresses seller challenges

on the noise treatment dummy using data from observations where the seller has the high

signal and receives a low report (p-value < .034).27 Finally, panel (c) shows that buyers

accept a counteroffer in 78 percent of cases when they misreport their value, have the high

signal, and are challenged. This is slightly higher than in the no-noise baseline treatment,

but the difference is not significant (p-value = 0.059).

In both the no-noise treatment and noise treatment, buyers have a higher expected

value for telling the truth in the high-signal scenario (31.8 in the no-noise treatment and 29.3

in the noise treatment) than they are expected to receive by lying and accepting all challenges

(9.3 in the no-noise treatment and 20.35 in the noise treatment). Thus, we might expect to

see truth-telling rates increase over time. Panel (a) of Figure B.6 tracks the proportion of

truthful announcements in the high-signal scenario over time. This data is overlayed with the

predictions and 95% confidence intervals from a simple linear random effects regression that

regresses the reporting decision on the period. While there appears to be a small decrease

in misreports over time, the time series is not significant in either random effects regression

at the .05 level (No-noise treatment: p-value = .059; noise treatment: p-value = .121).

Finally, panel (c) of figure B.6 shows the distribution of buyer misreports in the no-

noise and noise treatments of the SPI mechanism. While truth-telling is the modal action

in the no-noise treatment, behavior here is heterogeneous with a small number of buyers

misreporting in every period. When noise is introduced, the distribution of lies shifts to the

right and the distribution becomes bimodal, with some buyers lying in every period.28

27This regression was not in the pre-analysis plan, but the result is consistent with theory.
28Sell also figure B.8 which shows buyer reports in both treatments simultaneously.

41



0%

25%

50%

75%

100%

Low Announcement
(Lie)
(N=68)

High Announcement
(Truthful)
(N=229)

0%

25%

50%

75%

100%

Low Announcement
(Truthful)
(N=287)

High Announcement
(Generous)
(N=22)

Proportion of  Sellers Challenging Given 
Announcement with a Low Signal

Proportion of  Sellers Challenging Given 
Announcement with a High Signal

0%

25%

50%

75%

100%

Low Announcement
(Lie)
(N=53)

High Announcement
(Truthful)
(N=14)

0%

25%

50%

75%

100%

Low Announcement
(Truthful)
(N=32)

High Announcement
(Generous)

(N=3)

Proportion of  Counter-Offers Accepted
with Low Signal, Given Announcement, and a Seller Challenge

Proportion of  Counter-Offers Accepted
with High Signal, Given Announcement, and a Seller Challenge

0%

25%

50%

75%

100%

Proportion Announcing Low
(Lie)

(N=600)

Proportion Announcing High
(N=600)

0%

25%

50%

75%

100%

Proportion Announcing Low
(N=600)

Proportion Announcing High
(Generous Offer)

(N=600)

Announcement of  Buyers after Low Signal Announcement of  Buyers after High Signal

(c) Acceptances of Counter-Offers by Buyers

(b) Challenges of Sellers

(a) Announcements of Buyers

Figure B.4: Path of Play in No Noise Treatment with the SPI mechanism

42



0%

25%

50%

75%

100%

Low Announcement
(Lie)
(N=72)

High Announcement
(Truthful)
(N=8)

0%

25%

50%

75%

100%

Low Announcement
(Truthful)
(N=45)

High Announcement
(Generous)

(N=0)

Proportion of  Counter-Offers Accepted
with Low Signal, Given Announcement, and a Seller Challenge

Proportion of  Counter-Offers Accepted
with High Signal, Given Announcement, and a Seller Challenge

0%

25%

50%

75%

100%

Low Announcement
(Lie)

(N=149)

High Announcement
(Truthful)
(N=158)

0%

25%

50%

75%

100%

Low Announcement
(Truthful)
(N=266)

High Announcement
(Generous)
(N=27)

Proportion of  Sellers Challenging Given 
Announcement with a Low Signal

Proportion of  Sellers Challenging Given 
Announcement with a High Signal

0%

25%

50%

75%

100%

Proportion Announcing Low
(Lie)

(N=600)

Proportion Announcing High
(N=600)

0%

25%

50%

75%

100%

Proportion Announcing Low
(N=600)

Proportion Announcing High
(Generous Offer)

(N=600)

Announcement of  Buyers after Low Signal Announcement of  Buyers after High Signal

(c) Acceptances of Counter-Offers by Buyers

(b) Challenges of Sellers

(a) Announcements of Buyers

Figure B.5: Path of Play in Noise Treatment with the SPI mechanism

43



0%

25%

50%

75%

100%

No
Lies

2 Lies 4 Lies 6 Lies 8 Lies 10 Lies

0%

25%

50%

75%

100%

No
Lies

2 Lies 4 Lies 6 Lies 8 Lies 10 Lies

Buyer Misreports in No-Noise Treatment Buyer Misreports in Noise Treatment

Aggregate Number of  Misreports Aggregate Number of  Misreports

0 2 4 6 8 10 0 2 4 6 8 10 

0%

25%

50%

75%

100%

1 2 3 4 5 6 7 8 9 10
0%

25%

50%

75%

100%

11 12 13 14 15 16 17 18 19 20

Proportion of  Truthful Reports 
In No-Noise Treatment

Proportion of  Truthful Reports 
In Noise Treatment

Period Period

0%

25%

50%

75%

100%

1 2 3 4 5 6 7 8 9 10
0%

25%

50%

75%

100%

11 12 13 14 15 16 17 18 19 20

Proportion of  Truthful Reports 
In No-Noise Treatment

Proportion of  Truthful Reports 
In Noise Treatment

Period Period

(a) Proportion of Truthful Reports by Buyers in High-Signal Scenario of SPI Mechanism

(b) Proportion of Truthful Reports by Buyers in Low-Signal Scenario of SPI Mechanism

(c) Aggregate Number of Misreports by Buyers in SPI Mechanism

Figure B.6: Evolution and Distribution of Buyer Misreports in SPI Mechanism

44



B.2 Additional Figures: Comparison of misreports in the SR and

SPI mechanisms

This appendix provides additional analysis that compares the behavior of buyers in each of

the four treatments. Table B.1 reports coefficients from OLS regressions with buyer lies as

the left hand side, and the treatments on the right. Column (1) includes data only from

the noise treatments while column (2) includes all four treatments. Column (3) is a random

effects regression and clusters data at the session level. Note that while the ∗’s represent

two-sided significance levels, the predicted difference between the SR and SPI mechanisms

in the noise treatments is one-sided in the pre-analysis plan.

Table B.2 provides non-parametric comparisons of the treatments with data aggregated

at either the individual buyer level or the session level while Figure B.7 shows buyer mis-

reports over time in all four treatments. The prediction and confidence intervals that has

been overlayed on the data in Figure B.7 are from simple random effects regressions with a

treatment-specific linear time trend.

Figure B.8 shows the aggregate number of misreports made by buyers in both the No-

Noise and Noise treatments of both mechanisms. As seen in panel (a), 34 out of 60 buyers

reported truthfully in all 20 periods of sessions using the SR mechanism. Lies are more

prevalent in the SPI mechanism, and 47 percent of buyers lie more frequently in the noise

treatment than the no-noise treatment while only 25 percent of buyers lie less.

Finally figures B.9 and B.10 shows the proportion of truthful reports for buyers and

sellers in the SR mechanism over time. The prediction and confidence intervals that has been

overlayed on the data are from simple random effects regressions with a treatment-specific

linear time trend. The only time trend in these graphs that is significant is the time series for

sellers in the no-noise treatment in the low-signal scenario. Recall that by the construction

of the mechanism, buyers are always punished if they enter the arbitration stage of the

mechanism while sellers may be rewarded or punished based on the actions of the buyer. If

a seller is uncertain about the incentives generated in the mechanism, they may experiment

with lies until they are able to observe how the buyers behave. Such experiment is apparent

in an ex-post analysis of the data: A seller who lies in the low-signal scenario in period

t lies in the next period 76.5 percent of the time if the high-signal scenario occurred and

the repercussions of the lie are not observable. By contrast, if a seller lies in the low-signal

scenario and the low-signal scenario occurs, sellers lie only 26.1 percent of the time in the

next period. Thus, the time trend appears to be based on learning that occurs only in cases

where this scenario is played out and the seller observes the second report of the buyer.
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(1) (2) (3)

SPI Treatment 0.308 *** 0.178 *** 0.178 ***

(0.055) (0.048) (0.044)

Noise Treatment 0.048 0.048

(0.030) (0.043)

SPI x Noise Treatment 0.130 ** 0.130 *

(0.058) (0.079)

Constant 0.125 *** 0.077 *** 0.770 ***

(0.032) (0.024) (0.017)

R 2 0.118 0.156 0.110

Observations 1200 2400 2400

Dependent varaible is 1 if the buyer lies by announcing low with a high signal and 0 otherwise.  Regression (1)

 is a linear probability model that includes data only from the moise treatments.  Regression (2) and (3) are linear 

 probability model that includes data from all four treatments.   Regressions (1) and (2) are clustered at the buyer

 level.  Regression (3) uses individual level random effects and is clustered at the sesssion level.  *,**,*** denote 

 two‐tailed siginificance at the 10%, 5% and 1% respectively.

Table B.1: Buyer misreports in the SR and SPI mechanisms.

Non‐Parametric Tests of Buyer Lies p‐value

Individual Level 0.0030

Session Level 0.0464

Individual Level 0.1421

Session Level 0.4630

Individual Level 0.0000

Session Level 0.0039

Individual Level 0.0001

Session Level 0.0039

Non‐parametric comparaison of treatments.  p‐values shown for two‐sided version of each test.  

No‐Noise Treatment vs Noise Treatment in SPI 

Mechanism (Wilcoxen sign‐rank test)

No‐Noise Treatment vs Noise Treatment in SR 

Mechanism (Wilcoxen sign‐rank test)

SR vs SPI Mechanisms in No‐Noise Treatents             

(Mann‐Whitney Wilcoxen test)

SR vs SPI Mechanisms in Noise Treatments               

(Mann‐Whitney Wilcoxen test)

Unit of Observation

Table B.2: Non-parametric tests comparing the proportion of misreports made by buyers.
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Figure B.7: Buyer misreports over time. 95 percent confidence intervals constructed from
random effects regression with a treatment-specific linear time trend.
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Figure B.9: Evolution of Buyer Misreports in No-Noise and Noise Treatments of Simultane-
ous Report Mechanism
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Figure B.10: Evolution of Seller Misreports in No-Noise and Noise Treatments of Simulta-
neous Report Mechanism
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B.3 Pre-Analysis Plan

Both the experimental design and analysis plan were pre-registered at open science prior to

the initial experiment. The registration can be found at osf.io/p6ukx.

We pre-registered the design, experimental hypotheses, and analysis plan. All statistics

and figures in the pre-analysis plan have been included in the main document or the appendix.

Based on the initial analysis, we also included the following in the appendix: (1) a short

analysis of seller misreports in the SPI mechanism, (2) session level clustered analysis of the

main treatment effects, and (3) time series graphs of all treatments.

B.4 Instructions

A full set of instructions are available with the registration at osf.io/p6ukx. For convenience,

we have included a copy of the buyer’s instructions in the SR mechanism. The order of events

in a session were as follows:

1. After being randomly assigned computers, subjects were given the first set of written

instructions and were asked to read them at their own pace and complete the quiz.

2. After all quizzes were checked, the first verbal summary was read allowed.

3. Subjects then played the first ten periods of the experiment.

4. We handed out the written instructions for phase 2 and gave the subjects four minutes

to read them before beginning the second verbal summary.

5. The second verbal summary was read aloud.
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Instructions for Buyer: 
 
Welcome to the experiment.  Throughout this experiment, you will be the potential buyer of a 
container.  Other participants in the experiment have been assigned to the role of sellers.  If you 
read the instructions carefully, depending on your decisions and the decisions of others, you can 
earn a significant amount of money.  You will receive this money privately, in cash, after the 
experiment. 
 
If you have any questions before or during the experiment, please do not talk out loud.  Raise 
your hand and an experimenter will assist you. 
 
During the experiment we shall not speak of Dollars, but of Experimental Currency Units 
(ECU). Your entire earnings will be calculated in ECUs. At the end of the experiment we will 
randomly select two of the periods for payment – one from periods 1-10 and one from periods 11-20. 
The ECUs you earn in these periods will be converted to Dollars at the rate of 
 

2 ECU= $1,  
 

and will be immediately paid to you in cash. In addition, if you stay to the end of the experiment, we 
will give you an additional one-off payment of $35 for your participation. 
  
 

I. Overview of the experiment 
 
This experiment is broken up into twenty periods.  In each period, you will be matched with a 
seller and have the task of deciding on a price at which to trade a container.  If there is 
disagreement about the price, an arbitrator may be called.  The role of the arbitrator is played by 
the computer whose actions will be described below.   
 
The experiment is divided into two phases of 10 periods.  In the first 10 periods, you will be 
randomly matched with a different seller in each period.  Thus, the seller that you interact with in 
this period will be different from the seller you interact with in future periods.  As discussed 
below, we will randomly select two periods for payments.  One of the payment periods will be 
from the first 10 periods and one will be from the second 10 periods. 
 
Instructions for the second phase will be handed out at the end of period 10.  The parameters for 
the second part of the experiment have been predetermined and thus your choices in the first 10 
periods have no bearing on your role or potential choices in the second half of the experiment. 
 
Each period of the experiment will be divided into two parts: The Allocation of Containers and 
the Report Game. 
 
Part I:  The Allocation of Containers   
Part II:  The Report Game 
 

Please turn the page for details about Part I. 
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Part I:  The Allocation of Containers 
 
In each period, the computer will randomly select one of two possible containers and give it to 
the seller.  One container is worth 70 ECU to you while the other container is worth 20 ECU.   
Each container is equally likely to be selected. 
 
Each of the two containers has two compartments that are filled with red and blue balls.  We will 
refer to the left compartment as the “buyer’s compartment” and the right compartment as the 
“seller’s compartment.” 
 

1. The buyer’s compartment and the seller’s compartment of the container worth 20 ECU is 
filled with 40 blue balls.   

 
2. The buyer’s compartment and the seller’s compartment of the container worth 70 ECU is 

filled with 40 red balls.   
 

 
 
Both you and your matched partner will not initially know which container has been given to the 
seller while trading.  However, one of the balls in the buyer’s compartment will be randomly 
drawn and secretly shown to you.   One of the balls in the seller’s compartment will be drawn 
from the same container and secretly shown to the seller. 
 
In the first 10 periods, since the container worth 70 ECU is filled with only red balls and the 
container worth 20 ECU is filled with only blue balls, the color of the ball will perfectly inform 
you about the container being traded.  If you see a red ball, you have a 100% chance to be 
trading a container worth 70 ECU.  If you see a blue ball, you have a 100% chance of trading a 
container worth 20 ECU. 
 
The arbitrator, which is played by the computer, does not get to draw a ball from a container.  
Thus, the arbitrator cannot determine which container you are trading and will only take specific 
actions based on your actions in the next part of the experiment. 
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Part II:  The Report Game 
 
Part II of the experiment is divided into four stages: 
 

Stage 1: The Report Stage:   
 
In the report stage, you will be asked to report the value of the container under two scenarios:  
the scenario where you observe a red ball and the scenario where you observe a blue ball.  For 
each scenario, you may report a value of 20 or a value of 70.  Your reports on the two scenarios 
may be different or the same. 
 

Stage 2: The Signal Stage:   
 
In the signal stage, you will randomly draw a ball out of the buyer’s compartment of the 
container.  After observing the color of the signal, you will make a report which corresponds to 
your decision in the report stage for that color signal. 
 
Example 1:  In the report stage, you decide to report a value of 70 in the case of receiving the 
red signal and a value of 20 in the case of receiving a blue signal.  In the signal stage you draw 
a blue ball.  Thus, your report will be 20. 
 

Stage 3: The Arbitration Stage: 
 
In the Arbitration Stage, the seller will be informed of your report. The seller will then draw and 
observe a ball from the seller’s compartment of the container.  He or she then has the option to 
call or not call the arbitrator. 
 
If the Arbitrator Is Called:  If the seller chooses to call the arbitrator, you (i) pay an arbitration 
fee of 40 ECU and (ii) enter the Arbitration Response Stage. (See next page) 
 
If the Arbitrator Is Not Called:  If the seller choose to not call the arbitrator, you will trade at a 
price that is based on your report.  The trade prices are as follows: 
 

Your Report Trade Price 
20 10 
70 35 

 
Your earnings will be the value of the container minus the trade price.  The seller’s earnings is 
equal to the trade price. 
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Example 2:  You receive the red signal.  You report a value of 70.  This report results in a trade 
price of 35.  The seller does not call the arbitrator.  After opening the container, the value is 70 
ECU.  Your earnings would be 35 (70-35=35). 
 
                                                  If No Arbitrator is Called:                                                  _ 
 

Your Earnings = Value - Trade Price  
________________________________________________________________________ 
 
The seller’s earnings would be 35. 
 
                                                  If No Arbitrator is Called:                                                  _ 
 
 Seller’s Earnings = Trade Price 
________________________________________________________________________ 
 
Example 3:  You receive the red signal.  You report a public value of 20.  This report results in a 
public price of 10.  The seller does not call the arbitrator.   After opening the container, the 
value is 70 ECU.   Your earnings would be 60 (70-10=60).  The seller’s earnings would be 10. 
 

Stage 4: The Arbitration Response Stage:   
 
If the seller decides to call the arbitrator, the arbitrator gives you the option to purchase the 
container from the seller at an alternative price.  This price, called the arbitrator’s counter offer, 
is determined by your original report.  The following table shows the price offered in arbitration 
for each of your possible reports: 
 

Your Report Arbitrator’s Counter Offer 
20 35 
70 85 

 
You have two options, you can accept the arbitrator’s counter offer and buy the container at the 
arbitrator’s counter offer or you can reject the offer and not purchase a container for the period. 
 
Accept:  If you accept the offer by the arbitrator, trade occurs at a price equal to the counter 
offer.  In addition, the seller receives an arbitration bonus of 40 ECU from the arbitrator.  Your 
earnings would be the difference between your value and the counter offer minus the 40 ECU 
arbitration fee.  The seller’s earnings would be the counter offer price plus the 40 ECU 
arbitration bonus. 
 
Reject:  If you reject the offer by the arbitrator, no trade will occur.  In addition, the seller will 
also be charged an arbitration fee of 40 ECU.   
 
Example 4:  You have the red signal.  You report a value of 70.  The seller calls the arbitrator.  
The arbitrator offers you the chance to buy the container at 85.  You accept the arbitrator’s offer 
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and buy the container.  If the true value of the container is 70 ECU, your earnings would be -55 
(70 – 85 - 40  = – 55). 
 
                                                         If You Accept:                                                             _                     
  

Your Earnings = Value – Arbitrator’s Counter Offer – Arbitration Fee 
________________________________________________________________________ 
 
The seller’s earnings would be 125 (85 + 40 = 125). 
 
                                                         If You Accept:                                                             _                     

 

Seller’s Earnings = Arbitrator’s Counter Offer + Arbitration Bonus 
________________________________________________________________________ 

 

Example 5:  You have the red signal.  You report a value of 70.  The seller calls the arbitrator.  
The arbitrator offers you the chance to buy the container at 85.  You reject the arbitrator’s offer 
and do not buy the container.  Your earnings would be -40. 
 
                                                         If You Reject:                                                             _                     
 

Your Earnings =  – Arbitration Fee 
________________________________________________________________________ 

 
The seller’s earnings would be -40. 
 
                                                         If You Reject:                                                             _                     

 

Seller’s Earnings =  – Arbitration Fee 
________________________________________________________________________ 
 
 

Stage 5:  Calculating Earnings 
 
At the end of each period, we will open the container and determine whether the value of the 
container is 70 or 20.  The earnings you receive in a period are based on your earnings from trade 
and any fines or bonuses that you pay or receive from the arbitrator.   
 
Buyer Earnings = Value – Price – Arbitration Fee 
 
The sellers earning is equal to: 
 
Seller’s Earnings = Price– Arbitration Fee + Arbitration Bonus 
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How will I be paid? 
 
Your payment in this experiment is based on two things:  Your participation payment and your 
earnings from the experiment. 

 
1) One-off Completion Payment:  If you stay to the end of the experiment, you will be 

awarded a one-off payment of $35 for your participation. 
 

2) Earnings from One Period: We will randomly select two of the twenty periods for 
payment. One of these periods will be from periods 1-10 and one of these periods will be 
from periods 11-20.  Your payment will be the earnings in these periods plus your One-
off payment. 

________________________________________________________________________ 
 

Your Payment Earnings from two periods + Completion Payment  
________________________________________________________________________ 

 
What happens if I lose money in a period selected for payment? 
Depending on your actions and the actions of other participants, your earnings in the randomly 
selected period may be negative.  If this is the case, we will subtract this total from the one-off 
payment.  Thus, if you lose money in a period, your earnings may be below $35. 
 

How am I matched with Sellers? 
 
In each of the first 10 periods you will be randomly matched with a different seller.  Thus, the 
seller that you interact with this period will be different from the seller you are matched with in 
the next period. 
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Quiz 
 
Quiz:  Please answer the following 6 questions (you can write on these instructions).  When you 
have completed the questions, raise your hand and a monitor will come to check your answers.  
When all participants have completed their instructions, the experiment will begin. 
 
 
Question 1:  You receive the blue signal: 
 
 
 What is the chance that the container is worth 20 ECU? 
 
 
  
Question 2:  You receive the blue signal.  You report a value of 20: 
 
 
 What is the trade price if the seller does not call the arbitrator? 
 
 

Upon opening the container, the value is 20.  If the seller does not call the arbitrator, how 
much money do you earn? 

 
 
 If the seller does not call the arbitrator, how much money does the seller earn? 
  
 
Question 3: You receive the blue signal.  You report a value of 20: The seller calls in an 
arbitrator: 
 
 What is the arbitrator’s counter offer? 
 

If you accept the arbitrator’s offer, how much money do you earn if the container is 
worth 20 ECU?  

 
 If you reject the arbitrator’s offer, how much money do you earn? 
  
 
 
 
 

Please turn the page to continue the quiz 
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Question 4:  You receive the red signal: 
 
 
 What is the chance that the container is worth 20 ECU? 
 
 
  
Question 2:  You receive the red signal.  You report a value of 20: 
 
 
 What is the trade price if the seller does not call the arbitrator? 
 
 

Upon opening the container, the value is 70.  If the seller does not call the arbitrator, how 
much money do you earn? 

 
 
 If the seller does not call in an arbitrator, how much money does the seller earn? 
  
 
Question 3: You receive the red signal.  You report a value of 20: The seller calls in an arbitrator: 
 
 What is the arbitrator’s counter offer? 
 

If you accept the arbitrator’s offer, how much money do you earn if the container is 
worth 70 ECU?  

 
 If you reject the arbitrator’s offer, how much money do you earn? 
 

If you accept the arbitrator’s offer, how much money does the seller earn? 
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Tables  

 
Trade Prices If Arbitrator is Not Called 

 
Buyer’s Report Trade Price 

20 10 
70 35 

 
Counter Offer Prices if Arbitrator is Called 

 
Buyer’s Report Arbitrator’s Counter Offer 

20 35 
70 85 

 
 

Arbitration Fees and Bonuses 
 
 If Buyer Enters Arbitration:  Buyer Pays Arbitration Fee of 40 
 If Buyer Accepts the Counter Offer:  Seller Receives Arbitration Bonus of 40 
 If Buyer Rejects the Counter Offer:  Seller Pays Arbitration Fee of 40 
 

Earnings Calculations: 
 
                                                  If Arbitrator is Not Called:                                                  _ 
 

Buyer’s Earnings = Value - Trade Price  
 
 Seller’s Earnings = Trade Price 
________________________________________________________________________ 
 
                                       If Arbitrator is Called and Counter Offer is Accepted:                  _                     
  

Buyer’s Earnings = Value – Arbitrator’s Counter Offer– Arbitration Fee 
                     

Seller’s Earnings = Arbitrator’s Counter Offer + Arbitration Bonus 
________________________________________________________________________ 
 
                                       If Arbitrator is Called and Counter Offer is Rejected:                  _                     
 
  

Buyer’s Earnings =  – Arbitration Fee 
                     

Seller’s Earnings = – Arbitration Fee  
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Verbal summary SR (FI first):  In this experiment you will take on the roles of buyers and sellers who 
have the task of deciding on a price at which to trade a container.  If there is disagreement about the price, 
an arbitrator may be called.  The role of the arbitrator is played by the computer who takes specific 
actions based on the reports of the buyer and seller. 
 
The experiment will be broken up into twenty periods.  In each of the first ten periods you will be 
matched with a different person from the other side of the market.  Thus the partner you are matched with 
in this period will be different than the one you are matched with in the next period. 
 
Each of the first 10 periods is divided into two parts: 
 
In part 1, the seller will be randomly given a container which is either worth 20 or 70 ECU to the buyer.  
Each of the two potential containers has a buyer’s compartment and a seller’s compartment.  Each 
compartment is filled with 40 balls.  In the first 10 periods: 
 

1) Each compartment of the container worth 70 ECU is filled with 40 red balls and 0 blue balls 
2) Each compartment of the container worth 20 ECU is filled with 40 blue balls and 0 red balls 

 
In each period, a random ball from the buyer’s compartment of the assigned container will be drawn and 
shown to the buyer.  A random ball from the seller’s compartment of the assigned container will be drawn 
and shown to the seller. 
 
If you see a red ball, you have a 100% chance to be trading a container worth 70 ECU.  If you see a blue 
ball, you have a 100% chance of trading a container worth 20 ECU.  Note that since each container has 
only one ball color both you and your matched partner will observe the same color ball and thus know 
perfectly which container you are trading. 
 
After observing a ball, called a signal in the experiment, you will then continue to part two.  Part two of 
the experiment is divided into four stages:  The report stage, the signal stage, the verification stage, and 
the arbitration stage. 
 
In the report stage, both you and your matched partner will be asked to report the value of the container 
under the scenario of receiving the red ball and the scenario of receiving the blue ball.  In the signal stage, 
we will draw a ball from the buyer’s compartment of the container and the buyer will make a report 
which corresponds to his or her decision in the report stage for this color ball.  We will draw a ball from 
the seller’s compartment of the container and the seller will make a report which corresponds to his or her 
decision in the report stage for this color ball. 
 
In the verification stage, we will compare the two reports.  If they match, we will use them to set the trade 
price.  If they do not match, the buyer will be charged an arbitration fee and continue to the arbitration 
stage.  In the arbitration stage, the buyer will be asked to make a second report.  We will use this second 
report and the roll of a six sided dice to determine the trade price.  We will also compare the buyer’s 
second report to the seller’s report.  The seller will receive an arbitration bonus if they match and must 
pay an arbitration fee if they differ. 
 
After 10 periods, we will hand out new instructions for phase 2.  Phase 2 will be identical to Phase 1 
except that the composition of red and blue balls in the container may change.  The parameters for the 
second part of the experiment have been predetermined and your choices in the first 10 periods have no 
bearing on your role or potential choices in phase 2. 
 
If anyone has any questions, just raise your hand…  OK, we will begin. 
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Periods 11-20: The Allocation of Containers  
 
The second part of this experiment is identical to the first except that some of the red and blue 
balls have been switched. 
 
As before, in each period, the computer will randomly select one of two possible containers and 
give it to the seller.  One container is worth 70 ECU to you while the other container is worth 20 
ECU.   Each container is equally likely to be selected. 
 
Each of the two containers is filled with red and blue balls.  Now, however: 
 

1. The buyer’s compartment of the container worth 20 ECU is filled with 39 blue balls and 
1 red ball.  The seller’s compartment of the container worth 20 ECU is filled with 35 blue 
balls and 5 red ball. 
 

2. The buyer’s compartment of the container worth 70 ECU is filled with 39 red balls and 1 
blue ball.  The seller’s compartment of the container worth 70 ECU is filled with 35 red 
balls and 5 blue balls. 

 

 
 
Both you and your matched partner will not initially know which container has been given to the 
seller while trading.  However, one of the balls in the buyer’s compartment will be randomly 
drawn and secretly shown to you.   Likewise, one of the balls in the seller’s compartment will be 
drawn from the same container and secretly shown to the seller. 
 

Please Turn the Page 
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Unlike the first 10 periods, seeing a red or blue ball does not give you perfect information about 
the container being traded.   
 
If you are a buyer and see a red ball, you have a 97.5% chance of trading a container worth 70 
ECU. If you see a blue ball, you have a 2.5% chance of trading a container worth 70 ECU. 
 
If you are a seller and see a red ball, you have a 87.5% chance of trading a container worth 70 
ECU. If you see a blue ball, you have a 12.5% chance of trading a container worth 70 ECU. 

 
The containers that you are trading contain both red and blue balls and thus there may be cases 
where the colour of the ball you observe is different than the colour of the ball that your matched 
partner observes.   To help you make decisions, we have calculated the probability that different 
events occur. 
 
Signal Combinations 
 
If the container is worth 70: 
 Both the buyer and the seller will receive a red signal 85.3125% of the time 
 The buyer will receive a red signal and the seller will receive a blue signal 12.1875% of the 

time. 
 The buyer will receive a blue signal and the seller will receive a red signal 2.1875% of the 

time 
 Both the buyer and the seller will both receive a blue signal 0.3125% of the time. 
 
If the container is worth 20: 
 Both the buyer and the seller will receive a blue signal 85.3125% of the time 
 The buyer will receive a blue signal and the seller will receive a red signal 12.1875% of the 

time. 
 The buyer will receive a red signal and the seller will receive a blue signal 2.1875% of the 

time 
 You will both receive the red signal 0. 3125% of the time. 
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Verbal Summary (Phase 2): The second part of the experiment is identical to the first part except that 
some of the blue and red balls have been swapped between the two containers.   
 
In the container worth 70 ECU: 

 The buyer’s compartment is filled with 39 red balls and 1 blue ball 
 The seller’s compartment is filled with 35 red balls and 5 blue balls. 

 
In the container worth 20 ECU: 

 The buyer’s compartment is filled with 39 blue balls and 1 red ball 
 The seller’s compartment is filled with 35 blue balls and 5 red balls. 

 
Unlike the first 10 periods, seeing a red or blue ball does not give you perfect information about 
the container being traded.   
 
If you are a buyer and see a red ball, you have a 97.5% chance of trading a container worth 70 
ECU. If you see a blue ball, you have a 2.5% chance of trading a container worth 70 ECU. 
 
If you are a seller and see a red ball, you have a 87.5% chance of trading a container worth 70 
ECU. If you see a blue ball, you have a 12.5% chance of trading a container worth 70 ECU. 
 
Note also that there may be cases where the colour of the ball you observe is different than the 
colour of the ball that your matched partner observes.   We have included the probability of each 
of these events on the back of your new instructions. 
 
As before, you will be matched with a different person on the other side of the market in each period.  
Thus the person you are matched with in this period will be different than the person you are matched 
with in all future periods. 
 
If anyone has any questions, just raise your hand…  OK, we will begin. 
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